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Software development productivity can be impro-
ved by introducing improvements in many areas. In 
this thesis we investigate technology and process 
driven productivity improvements, i.e., producti-
vity improvements that have sources in changes 
of technologies or in changes in development pro-
cesses. The technology driven productivity impro-
vement discussed in this thesis is the change of 
server platform from a standard general purpose 
platform to a specialized fault-tolerant platform. 
We discuss productivity implications of introdu-
cing such a platform as well as suggest ways of 
making the platform introduction process cost 
effi cient. The process changes, which we discuss 
in this thesis, include improvements of fault de-
tection processes as well as changes of the entire 
development process. 

We analyze the implications of introducing new 
technology by performing case studies, in which 
we describe, analyse, and quantify the impact of 
the new platform on software development pro-
ductivity. We show that there is a signifi cant pro-
ductivity decrease connected with introducing a 
new platform. We also show that the initial low 
productivity can be overcome by experience and 
maturity. We suggest a number of improvements 
for both the platform introduction process and 
the mature development on the specialized plat-

form. Since some productivity decrease after 
introducing new technology is to a large extent 
unavoidable, we look for ways of minimizing it. We 
show that it is possible to minimize it by introdu-
cing the specialized platform gradually. We present 
an example of a hybrid architecture, which com-
bines the specialized and the standard platforms. 
We show that such architecture is able to provide 
good technical characteristics for a signifi cantly 
lower cost as compared to developing the entire 
application on the specialized platform. 

As a process improvement suggestion we pro-
pose introducing fault prediction models with the 
goal of increasing the effi ciency of fault detection. 
We suggest and evaluate several such models 
that are available at different stages of a software 
development process. The models are evaluated 
using data from a number of large software sys-
tems. Their predictions are also compared with 
the predictions made by human experts. We show 
that introducing our fault prediction models is li-
kely to result in an improvement of fault detection 
effi ciency. Another process related productivity 
improvement suggestion evaluated by us is the 
change of the development process. We present 
a case study in which we evaluate a new process 
concept. One of the goals of that process is to 
improve the company’s productivity.
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Abstract 

 
 

Software development productivity can be improved by introducing 
improvements in many areas. In this thesis we investigate technology and 
process driven productivity improvements, i.e., productivity improvements 
that have sources in changes of technologies or in changes in development 
processes. The technology driven productivity improvement discussed in 
this thesis is the change of server platform from a standard general 
purpose platform to a specialized fault-tolerant platform. We discuss 
productivity implications of introducing such a platform as well as suggest 
ways of making the platform introduction process cost efficient. The 
process changes, which we discuss in this thesis, include improvements of 
fault detection processes as well as changes of the entire development 
process.  
 
We analyze the implications of introducing new technology by performing 
case studies, in which we describe, analyse, and quantify the impact of the 
new platform on software development productivity. We show that there is 
a significant productivity decrease connected with introducing a new 
platform. We also show that the initial low productivity can be overcome 
by experience and maturity. We suggest a number of improvements for 
both the platform introduction process and the mature development on the 
specialized platform. Since some productivity decrease after introducing 
new technology is to a large extent unavoidable, we look for ways of 
minimizing it. We show that it is possible to minimize it by introducing 
the specialized platform gradually. We present an example of a hybrid 
architecture, which combines the specialized and the standard platforms. 
We show that such architecture is able to provide good technical 
characteristics for a significantly lower cost as compared to developing the 
entire application on the specialized platform.  
 
As a process improvement suggestion we propose introducing fault 
prediction models with the goal of increasing the efficiency of fault 
detection. We suggest and evaluate several such models that are available 
at different stages of a software development process. The models are 
evaluated using data from a number of large software systems. Their 
predictions are also compared with the predictions made by human 
experts. We show that introducing our fault prediction models is likely to 
result in an improvement of fault detection efficiency. Another process 
related productivity improvement suggestion evaluated by us is the change 
of the development process. We present a case study in which we evaluate 
a new process concept. One of the goals of that process is to improve the 
company’s productivity.  
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1. Background 
 
In the era of globalisation, outsourcing, and fierce competition between 
different companies that produce software, the software development 
productivity issues are becoming increasingly important. Robert L. 
Glass notices in “The Realities of Software Technology Payoffs” [32], 
that productivity, from being a very hot topic in 80’s, lost some of its 
momentum in 90’s, when more emphasis was put on software quality. 
The IT crisis following Y2K made software developers very cost-aware 
and brought some of the attention back to the productivity issues.  
 
Productivity is defined as a ratio of output units produced per unit of 
input effort [1]. Software development productivity describes how 
efficiently the software is produced. Higher productivity means faster 
and/or cheaper software development. Therefore, productivity 
improvement is often seen as a way of gaining market competitiveness 
by decreasing the cost of developing software, increasing return on 
investment, and improving time-to-market. High productivity largely 
facilitates, if not makes it possible, to quickly satisfy changing customer 
needs and still make money. Such abilities are what nowadays 
distinguish successful software companies from the less successful 
ones. 
 
The productivity can be increased by improvements in three areas [37]: 
people, processes and technology. The people issues concern aptitude, 
competence, domain knowledge and experience. Better educated and 
experienced developers are able to deliver the software faster. Process 
issues concern work organization and work environment. Efficient 
work procedures save resources and make the development more 
productive. An appropriate technology makes it possible to deliver a 
product using less effort. The tools can take part of developer’s 
responsibility and automatically generate the code, support testing or 
improve the communication between the team members. Off-the-shelf 
software components and systems (e.g., database servers) largely 
facilitate development of certain kinds of software systems.  All this 
technology support saves time and thus improves the development 
productivity.  
 
The people, process, and technology issues are not independent. 
Technology will not improve the productivity if the work processes are 
not adapted to it. High skills of the developers do not contribute to the 
productivity if they are not provided with the technology they are 
skilled in. A technology does not improve the productivity if people do 
not know how to use it. Therefore, it is very important to evaluate any 
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change in the development from the productivity perspective. It is 
rarely so that a people, process or technology change, is a “silver 
bullet” solution from the productivity point of view. It often depends on 
numerous circumstances if the overall productivity gains or looses 
because of the change. For example, decreasing the number of code 
reviews can increase the productivity. Relatively more time is spent on 
the code production compared to the other activities. However, the 
overall productivity may decrease if because of the decreased number 
of the code reviews the developers produce more faults that have to be 
removed. 
 
In our studies we evaluate a number of different productivity 
improvements. Some of those improvements were suggested by our 
industrial partners, some were identified in literature, other ones are our 
own suggestions. We focus on the technology and process driven 
productivity improvements, i.e., productivity improvements that are 
based on changes in technologies used for developing software systems 
and changes in software development processes. The technology 
change, which we evaluate, is the change of the server platform from a 
standard, general purpose one to a specialized fault-tolerant solution. 
The process changes suggested and/or evaluated by us include the 
improvement of fault detection process efficiency by introducing 
statistical fault prediction models as well as productivity improvement 
by a change of an entire development process. 
 
The reminder of the Introduction section is structured as follows. 
Section 2 presents our specific research questions. In Section 3 we 
present related research. In Section 4 we describe the major 
contributions from this thesis. Section 5 focuses on research 
methodology issues. In Section 6 we present major conclusions from 
our work. 

2. Research questions 
 
The overall question in our studies concerned the ways productivity can 
be improved in software development projects. We were interested in 
finding and evaluating productivity improvements in different aspects 
of software development. As mentioned in the previous section, the 
productivity improvements can be classified as people, processes, and 
technology related [37]. The two areas of productivity improvements 
that are considered in this thesis are productivity improvements that are 
technology driven and productivity improvements that are process 
driven (see Figure 1). 
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Figure 1. Thesis outline. Mapping between topics, research questions and papers. 

 
 
The technology change evaluated in our studies was the change of 
server platform from a standard, general purpose UNIX platform to a 
specialized fault-tolerant one. The context of the change was software 
development of telecommunication applications. The developers of 
telecommunication applications face rather stringent requirements 
concerning the reliability, performance, and availability of the systems 
they develop. A fault-tolerant platform can facilitate the development of 
such systems by taking at least partial responsibility for providing the 
required characteristics. However, introducing new platforms, as well 
any other technology, is likely to result in an initial productivity 
decrease due to the need of overcoming the learning curve connected 
with gaining competence in the new technology [33]. Therefore, we 
looked for some architecture changes that could decrease the negative 
impact of introducing new technology on the productivity of software 
development in which this new technology is used. 
 
The process changes evaluated in our studies concerned the 
improvement of fault detection process efficiency as well as change the 
of an entire development process. The process improvement suggested 
and evaluated by us was the improvement of the efficiency of the fault 
detection process by introducing statistical fault prediction models. 
Such models, by predicting the most likely locations of faults, can 
potentially indicate where fault detection activities are likely to be most 
efficient. Another productivity improvement evaluated was a process 
change. It turned out that one of the significant productivity problems 
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of our industrial partner was connected with changing customer 
requirements. A new process that is supposed to minimize this problem 
was suggested. We performed an early evaluation of this process. 
 
In the reminder of this section we present the concrete research 
questions posed in our studies. Section 2.1 presents our research 
questions regarding the technology driven productivity improvement. 
Section 2.2 presents our research questions regarding the process driven 
productivity improvement. The numbering of the research questions 
corresponds to the numbering of research questions in Figure 1.   

2.1 Technology driven productivity improvement 

2.1.1 Platform change  
 
The first productivity improvement evaluated by us was the 
introduction of a new technology. The new technology was a 
specialized fault-tolerant platform that was meant to make it possible to 
meet the high non-functional requirements posed on the 
telecommunication applications, like real-time performance, high 
availability and reliability. We anticipated that the productivity of 
software development for that platform should increase with time, when 
a certain experience is gained by the developers. However, the early 
software development productivity is also important since it is 
important to know what to expect in a short term from introducing a 
new platform. Therefore the first specific research question was: 
 

RQ1: How does the introduction of a fault-tolerant platform impact 
productivity: 

o just after the new technology adoption? 
o when a certain maturity is gained? 
 

Once we evaluated the productivity we have focused on the 
improvements to the technology adoption process as well as on the 
improvements of the subsequent, more mature development on the new 
platform. We looked for the improvements in the ways the platform is 
used (e.g., the platform introduction process, the work organization, the 
development of platform related competence) as well as improvements 
of the platform deficiencies that impact productivity. To investigate the 
productivity improvement possibilities we formulated the second 
specific research question: 
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RQ2: How can the productivity be improved in projects in which the 
fault –tolerant platform is involved: 

o by improving the way the platform is used? 
o by improving the platform itself? 

 

2.1.2 Architecture change  
 
As the literature says it is reasonable to expect some productivity 
decrease when a new technology is adopted ([24, 29, 33, 38, 41]). 
Therefore, it is also reasonable to expect a higher cost of the software 
development in the first projects on the new platform. The cost of the 
projects can potentially be lowered if we use a hybrid platform that 
combines a fault-tolerant and a standard platform, instead of using the 
fault-tolerant platform only. The fault-tolerant platform can help 
providing good non-functional characteristics, while the standard 
platform can reduce the development cost. Therefore, our next specific 
research question was: 
 

RQ3: How can the fault-tolerant and the standard platforms be 
combined to provide the required non-functional characteristics and 
at the same time satisfactory development productivity? 

2.2 Process driven productivity improvement 

2.2.1 Process improvement 
 
Productivity improvements can also be achieved by introducing 
changes to the way the work is performed. It is commonly known that 
fault detection and removal activities constitute a significant part of a 
software development project [33]. Therefore, we looked for methods 
that can improve the efficiency of fault detection. Since faults are rarely 
distributed evenly in a system [11], one common idea is to build a fault 
prediction model that identifies the most fault-prone code and makes it 
possible to direct fault detection activities to where they are likely to be 
most efficient, i.e., to the code that is most likely to contain faults. We 
evaluated this approach from the perspective of increased fault 
detection efficiency. Our specific research question was: 
 

RQ4: What fault detection efficiency improvement can be expected 
from applying our fault prediction model? 

 
The prediction of fault proneness of the individual code units is based 
on the characteristics of those code units. The most complete and 
correct set of characteristics is available after the code units are actually 
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implemented. However, there is an added value of having such fault 
predictions earlier in the development process, as that enables an 
efficient planning of some preventive measures that can reduce the 
number of faults in the code. Therefore, our next specific research 
question was 

 
RQ5: How to obtain accurate fault predictions early in the 
development process? 

  
Fault prediction models, as those suggested above; seem to be still more 
popular in academia than in industry. It also seems that an industrial 
standard for performing fault predictions is expert estimation. 
Therefore, our next goal was to compare the performance of our models 
with the performance of experts predicting fault localisations. For that 
reason, our next research question was: 
 

RQ6: Are statistical fault predictions more accurate than estimations 
done by experts? 

 
In our fault prediction studies we focused on modified code, mainly 
because in the projects we used a majority of faults was found in the 
modified code. However, this does not indicate that in a general case 
the modified code units are more fault-prone than newly developed 
ones. To further investigate this issue we formulated the following 
research question: 
 

RQ7: Is modified code more fault-prone than new code? 

2.2.2 Process change  
 
Productivity improvement can also be achieved by a more radical 
change, e.g., by changing the entire development process. One 
commonly suggested process change that, apart from other benefits, is 
supposed to improve productivity of software development is the 
change from large long-lasting projects to smaller ones. The 
productivity improvement in such smaller projects is usually attributed 
to the fact that smaller projects are less exposed to the change of market 
demands, which is one of the most common sources of rework and 
waste in large projects. One project concept of this kind is Streamline 
Development, a process concept developed by Ericsson. In our studies, 
we evaluated this concept. Our specific research question was: 

 
 RQ8: What are the opportunities and challenges when changing from 
traditional software development to Streamline Development? 
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3. Related work 

3.1 The software development productivity improvement 
process 
 
The productivity improvement process consists of three steps [82]: 
measurement, analysis, and improvement. The role of the measurement 
is to find what the current productivity level is. Productivity 
measurement is also necessary to assess productivity improvements in 
the future. The analysis aims at finding factors that affect the 
productivity. The role of the improvement is to increase the overall 
productivity. The first step, productivity measurement, is considered the 
basis for the two remaining steps [82]. We describe the related work 
concerning productivity measurement topic in more detail in Section 
3.1.1. The related work concerning productivity analysis and 
improvement is described in Section 3.1.2. 

3.1.1 Productivity measurement 
 
Productivity measurement research accounts for a large part of the 
productivity related research [56]. Productivity, apart from being an 
interesting metric in itself, is also a factor that must be known to 
perform numerous project related estimations, like cost [71] or lead-
time [9, 10, 78] predictions. Since these two metrics are very important 
for many crucial decisions in the project, the topic of the productivity 
measurement has been in focus for quite a long time. 
 
Despite a relatively simple equation (product size/development effort) 
and an easy-to-grasp meaning, the application of the productivity metric 
to software development is not straightforward and standardized. 
Therefore, as the literature points out [27, 55, 71], we must be very 
careful when comparing productivity between different projects. The 
important thing is to assure that we compare the same things [55]. For 
example, in one project the effort metric may include only the hours 
spent by the designers and testers, while in the other one it may contain 
the work hours of designers, testers, managers, and technicians. 
Comparing the productivity of these two projects using their 
understanding of the effort will not give any meaningful results. 
Another important thing to remember is that the productivity metric 
does not take quality aspects into account [27]. Therefore, when we 
compare the productivity, we should always keep the quality in mind, 
since the productivity can only be “interpreted in context of overall 
quality of the product” [1]. Lower productivity might be the price for a 
better, faster, more usable and easier to maintain product [27]. 
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The two values that compose the productivity equation are product size 
and development effort. As the development effort usually the total 
number of person-hours or person-months spent on the project is used 
[27, 71]. Another approach could be to use the cost; however such a 
metric is often less adequate. The cost of work-hour varies among 
companies and changes in time. The product size metrics are usually 
divided into two groups [71]: 
 

- size-related metrics – that describe a physical size of the code 
delivered. The most typical metrics in this class are the number 
of source lines of code (SLOC), the number of delivered 
instructions, classes, functions, files, etc. 

- functionality-related metrics – that reflect the amount of 
functionality delivered. Examples of the metrics used to describe 
the functionality are different variations of function points, like 
IFPUG, Mark II, Feature Points, or COSMIC [27, 55, 71, 76]. 

 
There has been a lot of discussions concerning the ability of size-related 
metrics, like SLOC, to capture the project size [27, 56, 71]. Lines of 
code have some obvious drawbacks. They are incomparable when 
different programming languages are used [27]. It is hard to say in what 
way 100 lines of C++ code correspond to 100 lines in Assembler code. 
The number of lines of code also depends on the coding style. A more 
compact coding style results in smaller projects. Finally, the lines of 
code metric does not reflect the complexity and the utility of the 
program [27]. 100 lines of C code used for implementing a real-time 
system are definitely not the same as 100 lines of code used to 
implement some simple searching algorithm with no performance 
requirements.  
 
Despite these obvious drawbacks the lines of code are widely used in 
practice [9, 10, 56, 70, 82]. According to [27] their biggest advantages 
are computational simplicity (values can be obtained automatically) as 
well as tangibility – it is very easy to understand and explain what a 
single line of code is, even though it is actually not well defined. There 
is an on-going discussion concerning the use of SLOC for productivity 
measures. Some researchers discard SLOC as an inaccurate metric [51]. 
There are, however, other opinions as well. In [73] it was observed that 
lines of code can be applicable when two projects were written in the 
same language. In [56] the authors compared lines of code productivity 
with Process Productivity, a complex metric that involved many 
aspects like a programming language, experience, management 
practices etc. They concluded that SLOC was actually a better metric.   
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The functionality-related metrics overcome the drawbacks of the SLOC 
measurement by measuring the size of the software as the amount of 
functionality it delivers. Although there exists a number of different 
functionality related metrics (see [53] for an overview), according to 
[71] the most popular functionality-related metric are function points. 
Since the function points measure program utility instead of length they 
are not affected by the different expressiveness of languages, which 
results in different amount of SLOC necessary to deliver the same 
functionality [27]. The function points are calculated as a combination 
of the amount of data that is manipulated, the number of interfaces, the 
amount of interactions with user as well as external inputs and outputs 
[51, 71]. Since, obviously, the complexity of these entities may vary the 
function points method introduces a complexity factor to compensate 
for this.  
 
The complexity factor is often considered as one of the weaknesses of 
this method, since it adds some subjective assessment to the method. 
The function points are also considered quite biased towards 
applications with extensive data processing [71] and, therefore, not 
applicable for systems with a simple data processing but high non-
functional requirements, like real-time systems [76]. There are some 
variants of function points that are said to overcome that problem (e.g., 
COSMIC FP [14]). All function point related measures suffer from 
computational complexity (counting must be done manually) and lack 
of tangibility  (what does it mean that the software has the size of 10 
function points?) [27, 71]. Because of the complexity, and the need for 
making estimations, the results of function point measurements depend 
on who performs the measurement and are more accurate and consistent 
when the measurement is performed by a trained individual (see [13] 
for an overview of function point variability studies).  

3.1.2 Productivity analysis and improvement 
 
The second step of the productivity improvement is the identification of 
the factors affecting productivity. The identification of the factors 
affecting the productivity is actually the second main direction of 
software productivity research [56]. As could be expected, the 
productivity of software development is affected by almost everything. 
It is well illustrated by the research, in which the impact of different 
factors on productivity is analysed Factors analyzed in these studies 
range from the use of specific tools (e.g., CASE tools in [22]), through 
the development practices [52], to the amount of office space available 
to the programmer [45]. Some researchers tried to classify issues that 
affect the development productivity, e.g., in [37] the productivity 
improvements are grouped into people, processes, and technology 
issues.  
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In [71], the most important factors affecting the productivity of 
individuals working in an organisation are summarized. The first factor 
is the application domain experience. Usually the most productive 
members of software development teams are those with the best domain 
knowledge. The second important factor is the process quality. Certain 
process optimizations and improvements, but also inefficiencies, can 
affect productivity. Another important factor according to [71] is the 
size of a project. The rationale behind this factor is that in bigger 
projects relatively less time is spent on development and more time is 
spent on communication between team members. This reduces the 
productivity of individual software developers. Technology support is 
considered as the next important factor. CASE tools and configuration 
management tools are presented as examples of tools that improve 
productivity. Finally, the impact of working environment is discussed. 
According to [71] a more comfortable work place is likely to increase 
the individual productivity of a software developer. 
 
In [82], another set of factors affecting productivity was identified. 
Additionally, the authors classified each factor according to its “level of 
impact” on productivity as High, Medium, or Low. To the issues that 
have high impact on productivity the authors classified feature 
requirement completeness and stability. Stable and well defined 
requirements make it possible to avoid unnecessary rework or waste. 
Another factor with high impact on productivity is feature interaction 
complexity. The more complex the application is the lower the 
productivity is likely to be. The authors also mention staff experience 
and feature development environment (tools, etc.) as factors having 
large impact on productivity. The impact of these factors has already 
been discussed before in this section. As factors having medium impact 
on productivity feature hardware application novelty and change, and 
software architecture impact were classified. Developers are rarely very 
experienced in using new technology so usually some time is needed 
for them to master it and become productive (this issue is discussed in 
more detailed in Section 3.2). The authors of [82] also believe that 
certain architectural solutions can have impact on productivity. Finally, 
as issues having low impact on productivity, the following factors were 
classified: feature novelty and synergy with other features, feature 
program complexity, static and dynamic data impact, feature 
performance constraints, and work environment. An interesting factor 
in this list is the performance requirement issue, which indicates that 
some software quality related requirements can have impact on 
productivity.  
  
The productivity improvement is also often discussed in the context of 
reducing the development time. Some examples of productivity 
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improvement areas can be found in the work devoted to identification 
of lead-time reduction opportunities. For example, in [9] the authors 
discuss eleven techniques that result in the reduction of development 
time. They suggest using prototyping, improving customer 
specifications, using CASE tools, introducing concurrent development, 
improving quality of development to reduce rework and recoding, 
improving project management, having better testing strategies, reusing 
code, standardizing interfaces between modules, improving 
communication between team members, and finally hiring better 
people. These techniques, by reducing the development time, should 
also result in improved productivity. 

3.2 Technology driven productivity improvement 
 
Software development productivity is also affected by the kind of 
technology that is available to developers [9, 71, 82]. Therefore, 
technology change is a valid way of improving productivity. 
Technology can improve software development productivity in many 
ways. CASE tools can generate code and thus decrease the effort 
necessary to develop the software. Database systems can provide 
efficient ways of manipulating and storing data and remove the 
necessity of implementing these functionalities in an application. 
Integrated development environments (IDEs) can make coding and 
debugging processes faster and more productive. 
 
In our studies we examine technologies that are meant to improve 
productivity in the development of applications with high availability 
requirements. In practice, to meet these requirements we must introduce 
redundancy to the system both at the hardware and the software level. 
Whenever one of the components (hardware of software) fails, the 
failover operation is performed and the redundant, backup component 
takes over [63]. Ideally, the backup component should have the same 
state as the primary one. Therefore, virtually every state updating 
operation performed by the primary component must be replicated to 
the backup one. This frequent replication creates problems with 
extensive communication between the primary and the backup 
components which affects the performance negatively [5, 8, 19, 30, 39, 
81]. Therefore, implementing efficient replication is a rather complex 
task. In [35], the authors found that in one dual-computer cluster system 
85% of the code was devoted to providing the availability. This value is 
application specific, but it gives an indication of how complex the task 
of the synchronization can be. Therefore, a lot of effort has been 
devoted to find technical solutions that remove as much of this burden 
from the developer as possible. Examples of such a solution is 
described in [54], where a CORBA implementation was extended with 
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abilities to perform automatic object replication, migration and restart 
of objects that failed. Such a technology is able to take at least partial 
responsibility for providing availability. By using it the developers are 
able to build their applications using less work and thus improve the 
overall productivity in the project.       
 
Unfortunately, even though technology change can bring productivity 
improvement, usually it takes time before the improvement is visible 
[33]. Normally, in a short term some decrease of productivity can 
actually be expected [33]. A part of our studies is devoted to 
quantifying the impact of introducing new technology on software 
development productivity and identifying the productivity problems in 
the situation of new technology adoption. According to [29] there are 
two major reasons why companies should be concerned about the 
impact of introducing new technology on productivity. Firstly, one of 
the major problems in a situation of technology adoption is usually the 
lack of knowledge about the technology and the need of overcoming the 
learning curve connected with it [33]. Therefore, poor introduction of 
new technology can “lead to a longer than anticipated (or budgeted for) 
payback time or even loss of investment due to non-use or ineffective 
use” [29]. Secondly, long period of decreased productivity can 
substantially decrease the competitiveness of the company [29].  
 
Since lack of knowledge about the new technology in the company is 
the major problem when introducing new technologies, it is very 
important to provide the developers with a good source of information 
about the new technology. In [24] the authors stress the need of having 
this knowledge codified. Tacit knowledge (not available in written 
form) is considered as one of the most important obstacles for seamless 
introduction of new technology. Another important aspect is the 
motivation of the staff when it comes to accepting the new technology. 
In [29], the enthusiasm and willingness to accept a new technology are 
described as the key condition for overcoming productivity problems 
connected with technology introduction. Lack of experience and 
enthusiasm about the new technology are not the only problems that 
must be overcome. To other factors that negatively affect the 
productivity in the early development using the new technology belong 
[38]: lack of flexibility and timeliness, low quality, excessive distance 
between management and employees, unreliability of suppliers, poor 
labour relations, lack of skill, poor process design, insufficient capacity, 
loose capacity management, and poor communication between 
departments.   
 
The negative impact of all issues mentioned above can usually be 
decreased by taking certain actions. For example the initial lack of 
knowledge can be compensated by training. Processes can be adjusted. 
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There are certain ways of increasing motivation as well. On the other 
hand, it is also natural to expect a productivity increase when the 
organization gets more familiar with the technology. Such a tendency 
has been recognized and researched. Examples of terms connected with 
increasing productivity over time are “learning curve” [72, 80] and 
“experience curve” [16]. Both are based on an observation that the cost 
of producing a unit of a product is decreasing with time. In [4] the 
possible mechanisms behind this phenomenon are identified. These 
include acquiring better, more suitable tools; adjusting production 
methods; product design changes; improved and more effective 
management; change of product volume and quality;  developer 
learning; and finally incentive pays [4].   

3.3 Process driven productivity improvement 
 
Productivity can be affected by improvements in the development 
processes [71]. Therefore, there is an ongoing discussion regarding the 
impact of different processes and different software development 
practices on the productivity of software development. In [52], the 
authors noticed that there are two kinds of improvements in the process 
area. Some are complimentary with current development process, i.e., 
various practices are suggested that will make current development 
process better. Other approaches focus on finding another process 
model, i.e., finding a process model that would be more suitable for the 
development at a company than the currently used one. In our studies 
we looked at both these kinds of improvements in the process area. 
 
Our process improvement suggestion was the introduction of a fault 
prediction model with the goal of making fault detection more efficient. 
Fault detection and removal activities account for about 40% of 
software development projects’ costs [33] so any improvement in the 
area of fault detection is likely to have a significant impact on project 
cost and consequently also on productivity. Normally, in software 
systems about 60%-80% of the faults can be found in about 20% of the 
code modules [11, 60]. At the same time about half of the code modules 
are usually defect free [11]. These characteristics indicate that that there 
is a potential for savings, if we manage to focus fault handling efforts 
on the portion of the code that actually contains faults. In order to 
achieve this productivity improvement we must, however, be able to 
identify code units that actually contain faults.   
 
A popular method for identifying fault-prone code is by using a 
prediction model (e.g., [25, 60, 64-66, 83]). Fault prediction models that 
can be found in the literature are based on a great variety of different 
predictor variables, e.g., different code metrics (e.g., [46, 65, 83]) or 
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variations of Chidamber and Kemerer (C&K) [21] object oriented 
metrics (e.g., [17, 25, 83]). There are also studies that take historical 
information about the code fault-proneness into account (e.g., [62, 64, 
65]). There is also large variety in the methods that are used for fault 
prediction. These methods range from uni- and multivariate linear 
regression (e.g., [18, 20, 59, 61, 66, 83]), logistic regression (e.g., [17, 
25, 28, 48]) and regression trees (e.g., [46, 47]) through neural networks 
(e.g., [49, 74]), and Bayesian Belief Nets [26], to statistical clustering 
techniques combined with expert estimations [84, 85]. 
 
The most common classification of prediction models is based on their 
output. Based on that prediction models can be classified as [49]: 
- Classification models – these models classify code units as fault-

prone or not, i.e., they predict if the code unit contains faults. 
Examples of such models can be found in [17, 25, 28, 48]. 

- Quality prediction models - these models attempt to quantify the 
quality of the code unit, e.g., by predicting the number of faults or 
fault-density of a particular code unit. Examples of such models 
can be found in [18, 20, 59, 66, 83]. 

Even though they predict slightly different things, both kinds of 
prediction models were found to be useful from the perspective of 
improving fault detection efficiency by focusing fault detection efforts 
only on code units that are most likely to contain faults.      
 
Sometimes introducing improvements to currently existing processes 
might not be enough. It might be so that it is the process itself that is the 
major problem. For example, the traditional Waterfall model is 
considered to be ineffective when it comes to coping with rapidly 
changing requirements [6, 23, 34, 52, 77]. In the Waterfall model a 
change of requirements results in a need of repeating all development 
stages from the beginning [71], which is the source of waste and 
rework. Waste and rework result in productivity decrease, because they 
increase the effort without increasing the product size. Therefore, many 
new process models were suggested for markets in which requirements 
are changing rapidly. These models usually favour customer 
responsiveness over the control provided by the traditional Waterfall 
model. In such models the customers are more involved in the 
development process, changes are facilitated, and a part of a system or 
its prototype is released to the customers at much earlier stage of 
development than in the Waterfall model [52]. In this way the risks of 
waste or rework are reduced.   
 
There is a lot of research in the area of comparison of the traditional 
Waterfall development process with other ways of developing software, 
e.g., [6, 23, 34, 43, 58, 77].  These studies largely focus on comparing 
the advantages and disadvantages of the Waterfall model compared to a 
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proposed new way of developing software. For example, Dalcher et al. 
[23] present an experiment in which a number of teams developed 
similar systems using different processes. In this study, the teams used a 
traditional approach, incremental development, evolutionary 
development, and extreme programming. The results showed that, in 
fact, the use of modern approaches (i.e., incremental development, 
evolutionary development, and extreme programming) lowered lead-
time and improved productivity.  
 

4. Contributions in this thesis 
 
In this section we present the major contributions in this thesis. We 
describe our contributions in the order of the research questions (see 
Section 2 for details regarding research questions). In Section 4.1 we 
present our results concerning the technology driven productivity 
improvement. In Section 4.1.1 we describe our findings regarding the 
new server platform introduction (i.e., research questions: RQ1, RQ2). 
Section 4.1.2 focuses on the results from our studies that aimed at 
finding a cost-efficient architecture by combining standard and fault-
tolerant server platforms into one solution, which correspond to our 
research question RQ3. Section 4.2 describes our contributions in the 
area of process driven productivity improvement. In Section 4.2.1 we 
present our results in improving the efficiency of fault detection, i.e., 
research questions: RQ4-RQ7. In Section 4.2.2 our contributions in the 
field of process change evaluation are presented, i.e., research question 
RQ8. 

4.1 Technology driven productivity improvement 

4.1.1 Platform change 
 
Our first research question (RQ1, see Section 2.1.1) concerned the 
impact of introducing new platform on productivity of software 
development in a short and in a long term perspective. To answer this 
question we performed two case studies at Ericsson. They are presented 
in Paper I and Paper II. In these studies we measured the impact of a 
fault-tolerant platform introduction on software development 
productivity.  

 
In Paper I we investigated the impact that the introduction of a fault-
tolerant platform had on software development productivity in a short 
term perspective. We compared early software development 
productivity on a fault-tolerant platform with the productivity in a 
project in which a standard UNIX platform was used. We discovered 
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that the development was four times as productive on UNIX as on the 
new platform when it comes to delivering functionality, i.e., in the 
UNIX based project the same amount of work brought four times as 
much functionality. This difference was caused by two facts: in UNIX 
the code was written twice as fast and, on average, there was twice as 
much functionality delivered by a line of code compared to the 
development on the fault-tolerant platform.  
 
In Paper II we present a case study performed at the same department 
at Ericsson three years later. We compared the productivity in two 
projects in which the fault-tolerant platform was used. One of them was 
an early project, one of the first projects in which the platform was used 
(the same as the one described in Paper I). The other was performed 
three years later. We discovered that in the subsequent project the 
functionality was delivered four times as fast as in the early one. On 
average, in the subsequent project there was almost three times as much 
functionality delivered by a single line of code and the code was written 
40% faster.   
 
Our second research question (RQ2, see Section 2.1.1) concerned the 
development productivity improvement on the specialized fault-tolerant 
platform. To address this question we identified issues that affect 
productivity negatively and we suggested a number of remedies to these 
issues. In Paper I we described reasons for low productivity in early 
software development on the fault-tolerant platform. We identified 
issues connected with staff competence, work characteristics, and 
platform characteristics and we assessed their impact on productivity. 
The staff competence level was considered as the one that most affects 
the low code delivery rate. Lack of libraries for typical purposes (e.g., 
communication protocols) contributed most to the low amount of 
functionality delivered by an average line of code. Therefore, as 
remedies to the productivity problems of the early development on the 
fault-tolerant platform we mainly suggested a number of competence 
development activities. We also recommended some process and 
platform improvements.  
 
In Paper II we identified issues that affected productivity increase in 
the subsequent, more mature development on the new platform. The 
increase of code delivery rate was mostly caused by the increase of 
experience and knowledge about platform among the developers. The 
factor that contributed most to the large increase of the amount of 
functionality delivered by an average line of code was a large dose of 
code-reuse. Among the major productivity bottlenecks in the 
subsequent development on the new platform we identified certain 
platform related shortcomings, e.g., the lack of advanced programming 
tools available for it. Therefore, as far as the mature development is 
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concerned, it seems that some platform improvements, mostly in terms 
of advanced programming tools, could contribute to further productivity 
increase.            

4.1.2 Architecture change  
 
As we have discovered before, the cost of development for the new 
platform can be significant, especially just after the platform is 
introduced (see Section 4.1.1). To minimize the impact of the low 
development productivity on the project cost we decided to look for a 
hybrid architecture that combines fault-tolerant and standard platforms 
in order to provide good non-functional requirements in a cost-efficient 
manner (RQ3, see Section 2.1.2). Since it is difficult to suggest and 
evaluate such an architecture in a general way, we chose an example 
application that is very likely to be implemented on the fault-tolerant 
platform. The example we chose was a Diameter Credit-Control Server 
[36], an application responsible for rating and accounting in prepaid 
services. The technical qualities required from the Credit-Control 
Server are availability, reliability and performance. To these qualities 
we added the implementation cost.  
 
The study described in Paper III aimed at establishing the current state-
of-the-art when it comes to implementing the Credit-Control Server on 
the standard UNIX platform. We performed this study to obtain a point 
of reference for the evaluation of our hybrid architecture. In the study 
we identified four candidate architectures. All of them presented some 
trade-off between availability, reliability and performance. In the study 
we also identified certain problems that could not be overcome using 
standard platforms. To overcome the limitations of standard platform 
implementations we suggested a new architecture of the Credit-Control 
Server. Our architecture is described in Paper IV.  For the new 
architecture we suggested four different variants of the Credit-Control 
Server implementation. All variants offer significantly better 
availability and reliability compared to the standard platform 
implementations. The cost of implementation of our architecture is 
about 30% higher compared to the standard platform implementation. 
However, it offers the availability and the reliability comparable with 
the implementation on the fault-tolerant platform for about one-third of 
its price.  
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4.2 Process driven productivity improvement 

4.2.1 Process improvement 
 
Our next research question (RQ4, see Section 2.2.1 for details) 
concerned the fault detection efficiency improvement that can be 
expected from applying a fault prediction model. This question was 
addressed in Paper V, where we suggested and evaluated a number of 
fault prediction models. The study described in Paper V was based on 
data from three releases of two large software systems produced by 
Ericsson. Our prediction models were built using data from one release 
of one of the systems. They were then evaluated using the data 
describing the system on which they were built, the next release of the 
system on which they were built, and a completely different system. 
The fault prediction models built in this study were based on design and 
code metrics and predicted fault densities of individual classes. Their 
performance was quantified as the percentage of the theoretical 
maximum efficiency improvement over not using any model at all. We 
found that our models were able to provide, on average, 38% to 57% of 
the maximal theoretical improvement in fault detection efficiency. This 
means that using any of our models makes fault detection more efficient 
than not using any model at all. The difference in performance of our 
models, compared to not using any prediction model at all, was shown 
to be statistically significant. Our best prediction model made it 
possible to achieve 75% of the maximum possible improvement when 
applied to the next release of the system on which it was built. When 
applied to a completely different system it achieved 55% of the 
maximum improvement.  
 
Fault prediction models described in Paper V, are available only after 
the system is implemented, because they are primarily based on code 
metrics. Since there is an added value in having these predictions earlier 
in the development process, we tried to find a method for early 
prediction of faults (RQ5, see Section 2.2.1 for details). In Paper VI, 
we suggest and evaluate methods for early fault density prediction in 
modified classes. Our predictions are based on information concerning 
the number of new and modified methods in the class. We evaluated 
our prediction methods on the data from three large telecommunication 
systems produced by Ericsson. We compared our predictions with the 
state-of-the-art prediction model available after the code is 
implemented. We found that our methods provide predictions that are 
of similar quality to the best predictions available after the system is 
implemented, but are available earlier in the development process. 
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Our next research question concerned the comparison of the accuracy 
of fault prediction made by statistical prediction models with fault 
prediction made by human experts (RQ6, see Section 2.2.1). In Paper 
VII we present a study in which we compared these accuracies 
empirically. We asked two groups of experts to perform predictions 
concerning two large telecommunication systems developed by 
Ericsson. Then we applied a statistical fault prediction model to these 
two systems. It turned out that in both systems our statistical fault 
prediction outperformed human estimations in two ways. First, it was 
more accurate. Second, it accounted for more code (human experts 
failed to estimate the fault-proneness of all code units in the system).    
 
In all our studies described in this section we focused on modified code 
only. The reason was that in the systems under study a majority of the 
faults was usually found in the modified code. This does not imply that, 
in general, modified code is more fault-prone. Therefore, in our next 
research question we investigated this issue of “fault-proneness” of 
modified code (RQ7, see Section 2.2.1). In Paper VIII, we compared 
the fault-proneness of new and modified classes in four large 
telecommunication systems. We found that there is no statistically 
significant difference between new and modified classes when it comes 
to either number of faults per class or class fault-density. However, we 
found that, on average, the risk of introducing a fault when writing a 
line of code in a new class is significantly smaller compared to the risk 
connected with writing/modifying a line of code in an already existing 
class.  

4.2.2 Process change 
 
In our last research question we focused on evaluating the impact of a 
process change (RQ8, see Section 2.2.2 for details). In Paper IX we 
present a study in which we evaluated a new process called Streamline 
Development and its applicability for software development at 
Ericsson. The major difference Streamline Development would 
introduce, compared to the current development practices at Ericsson, 
would be a reduced project scope. By reducing the scope the projects 
will be less exposed to the risk of changing market demands. As we 
found in Paper I and Paper II changing market demands belong to the 
main productivity bottlenecks in software development projects. 
Therefore, by reducing the risk of changing market demands, 
Streamline Development should lead to improved development 
productivity.  
 
In Paper IX we identify opportunities and challenges connected with 
changing from traditional software development to Streamline 
Development. By performing interviews with persons representing the 
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roles that will be affected by changing the development process, we 
collected a number of opinions regarding introducing Streamline 
Development at Ericsson. These opinions were classified later using a 
modification of Force Field Analysis [44], i.e., they were classified as 
Pushing factors, Resisting factors, and Required changes. Pushing 
factors are things that would improve if a new process was introduced. 
Resisting factors are things that would deteriorate. Required changes 
are things that must be taken care of before introducing the new 
process. By balancing all those factors it was possible to perform an 
early evaluation of Streamline Development. An overall conclusion 
from this study was that that Streamline Development seems promising 
and that it has potential to achieve its goals.  

5. Methodology 

5.1 Industrial relevance 
 
The lack of industrial relevance is considered as one of the major 
problems of software and computer engineering research. Researchers 
tend to study problems irrelevant to the industry, which makes the gap 
between the research and practice bigger and bigger [31]. Therefore, 
industrial relevance was one of our primary objectives. We tried to 
achieve this by looking for research problems and questions in industry, 
establishing close co-operation with industry, conducting the research 
in an industrial setting as well as discussing and validating the results 
and conclusions in discussions with our industrial partners. We used 
empirical methods; we observed, analysed and described real-life 
situations. We collected our data from real, large projects that ended as 
products available on the market. When performing estimations or 
interviews we reached people that have experience in professional 
software development.  
 
The typical empirical research approaches are experiments, case studies 
and surveys [50]. The major difference between them concerns the 
scale and the level of formalism. The experiments are usually 
performed in a “laboratory” setting in which a controlled environment 
can be provided. In the experiments we can analyse the impact of 
specified factors on the output since we are able to control and 
eliminate the impact of other, possibly confounding factors. Because of 
that control, the experiments can be replicated, which is highly 
desirable in scientific studies. The laboratory setting, however, limits 
the scope of the experiments. The case studies usually lack the 
possibility of replication. They aim at “development of detailed, 
intensive knowledge about a single case, or a small number of related 
cases” [67]. Although sometimes hard to generalize, the case studies are 
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useful as a way of in-depth analysis of some particular real-life 
phenomena. Surveys are easier to generalize since they usually involve 
very large sample. Their major objective is to detect some general 
trends in population. They, however, do not provide the same level of 
in-depth analysis as a case study does.  
 
The majority of our studies are case studies. In Paper I and Paper II we 
analysed and compared three projects by performing interviews, 
sending questionnaires, organizing workshops, studying documentation 
and measuring the code characteristics. In Papers V-VIII we collected 
code and design measurements from a number of real projects. In Paper 
IX we applied our process evaluation method to evaluate a real 
development process and Ericsson. In Paper III and Paper IV, we 
introduced elements of experimentation. We evaluated a number of 
architectures using scenario-based assessment [15], simulation [15] and 
expert estimation [15]. The scenarios were created by the experts from 
industry. Simulation was done in the industrial setting, involving crucial 
elements of the real Credit-Control systems, real workload 
characteristics and real hardware. The estimations were performed by 
the experts from the industry and were based on analogies with the real 
systems that are available in the market.    
 
We believe that by introducing a link to industry in every stage of every 
study we managed to assure industrial relevance in our studies. 

5.2 Methods  
 
Interviews and workshops. Interview is a very popular research 
method that can be used in almost every stage of a study. They can be 
used to collect data, they can help in data analysis and validation of the 
results [67]. There are three types of interviews possible [67]: 
 

 fully structured interview, in which the questions, their order 
and wording are predetermined 

 semi-structured interviews, in which the questions are 
predetermined, but their order and focus can be modified 
depending on the interviewee’s interest 

 unstructured interviews, in which only the area of interest is 
predetermined 

 
According to [67] the flexibility of semi- and unstructured interviews 
makes them a perfect choice for exploratory work. 
 
In Paper I we used interviews for exploratory work. We performed a 
number of semi-structured interviews to better understand the 
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characteristics of early development on the fault-tolerant platform and 
to collect information about possible productivity bottlenecks. By using 
semi-structured interviews we clearly indicated the topic we are 
interested in and more or less guided the conversation, but we still left 
space for interviewee initiative. It proved to be a good idea – the 
interviewees mentioned some issues we did not take into account 
earlier. A similar strategy was used in Paper II. However, instead of a 
number of separate, semi-structured interviews we organized a 
workshop with a number of experts. We pin-pointed the general 
direction of the discussion, but we also adjusted the order and focus of 
the topics discussed to the interest of the participants. We found the 
workshop to be a very good method for conducting exploratory study 
because it provoked discussions and brainstorming as well as resulted 
in consensus decisions. In Paper IX we used interviews as our main 
data collection method. The interviews were also semi-structured. To 
each interview we invited a number of experts that shared the same role 
in the company. In this way we managed to combine the benefits of 
interviews and workshops – our questions provoked discussions, but the 
participants focused on representing the same perspective.  
 
Throughout all studies we performed a number of unstructured 
interviews. In all our studies they were used in the analysis of the 
findings as well as in the validation. We organized meetings in which 
we discussed the correctness and the relevance of our findings and 
judgements with the industrial experts. In Paper III and Paper IV we 
performed unstructured interviews to verify our understanding of the 
technology as well as to obtain information for the architecture 
evaluation. In Paper IX unstructured interviews were mostly used to 
define study scope and to assure a common understanding of study 
goals. 
 
Analytic Hierarchy Process (AHP). AHP [68] is “a method that 
enables quantification of subjective judgments” [75]. It makes it 
possible to assign priorities to the list of alternatives. In AHP pairwise 
comparisons are performed. Each two alternatives are compared against 
their relative importance. Based on such relative importance a total 
priority vector is calculated. In the priority vector, there is a weight 
assigned for each alternative. In this way the AHP outcome describes 
not only the order but also the distances between the alternatives, i.e. 
we can not only say that A is better than B but also that A is 3 times as 
good as B. AHP is a well established method for performing 
prioritisation in software engineering (see [7, 75] for an overview). We 
used AHP in Paper I. As input we had a list of issues that were 
identified in interviews as productivity bottlenecks. We asked each 
respondent to perform an AHP analysis on those issues to find which of 
the issues affect productivity most. AHP could potentially make it 
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possible for us to filter the issues that had large impact on productivity 
from those which were (almost) insignificant. Since we had several 
respondents we got several subjective priority vectors. To get rid of the 
subjectivity and obtain a single priority vector we used an approach 
similar to [75] – we took the mean values. AHP is sometimes criticized 
as being time-consuming (when there are n alternatives, AHP requires 
performing n*(n-1)/2 comparisons). However, since we had only 9 
alternatives, which required 36 comparisons, neither we nor our 
respondents consider it a major problem. Apart from the priority vector 
AHP also provides an inconsistency index – a value from 0 to 1. It 
describes to what extent the respondent’s answers were consistent (0 - 
fully consistent, 1 - completely inconsistent). The rule is that the index 
should have a value below 0.1 to consider the answer consistent [75]. 
Our respondents had consistency problems. To overcome these 
problems we used AHP only as a supporting method. After performing 
AHP the respondents got their priority vectors and were asked to 
change them if they did not match their opinion. Only a few introduced 
some rather insignificant changes.  
 
Expert judgement. Despite its obvious shortcomings, like bias, 
subjectivity and difficulty in repeating, expert judgement is an 
acceptable and widely practiced way of performing estimations [12, 42, 
69]. Expert judgement is used in many software engineering related 
areas, from prediction [69] to assessment [15]. One of the major 
problems connected with the expert judgement is the lack of precision. 
Some researchers report huge discrepancy between the estimations 
done by different experts (e.g. [57]). To overcome the problem of 
subjectivity some methods that involve a group of experts were 
suggested. Example of such a method is Delphi, in which the researcher 
asks a number of experts for individual estimation and then iterates 
until some kind of consensus is reached [12]. Some promising results 
were reported by [57] in situations when group discussions were 
performed. We used expert estimations in many of our studies. In the 
ones described in Paper I and Paper II expert estimations were used to 
assess the difference in amount of functionality delivered by two 
products. The experts did this by discussing what kind of functionality 
is delivered in each product and comparing the complexity of the 
functionalities. In Paper III and Paper IV the experts estimated the 
characteristics of good, average and bad quality of the Credit Control 
Server implementation. In Paper IV we asked the experts to perform 
development cost estimations. In Paper VII the experts were asked to 
perform estimations regarding the most probable fault locations. 
 
Architecture assessment methods. According to [15] there are the 
following architecture assessment methods: scenario-based, simulation 
based, mathematical model-based, and experience-based architecture 
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assessment. In scenario-based assessment the typical scenarios (e.g. 
usage, change or hazard scenarios [15]) are defined. They are used for 
predicting the quality attributes. We used scenarios in Paper III and 
Paper IV to define the frequencies of events that have impact on the 
studied qualities. Simulation based assessment involves “high level 
implementation of the architecture” [15]. It makes it possible to assess 
the performance of an architecture by executing a typical workload and 
measuring the response time and the throughput [15]. This is the way in 
which we used simulations in the studies described in Paper III and 
Paper IV. The architecture assessment performed by us is rather simple. 
We did not use any advanced methods for quality attribute prediction. 
However, the purpose of our evaluation was to pin-point the strengths 
and weaknesses of the architectures discussed and we think the 
simplified examples presented it well enough.  
 
Descriptive and inferential statistics. In our studies we use statistics 
to both describe and summarize the data (descriptive statistics) and to 
reason and draw conclusions about the data (inferential statistics). In 
our studies presented in Papers I-VI,VIII we use basic concepts of 
descriptive statistics (central tendency and dispersion measures, e.g., 
mean, median, and standard deviation) to summarize our datasets. In 
Paper I and in Paper II additionally we present some of our data in 
graphic form (histograms). In Papers V and VII we quantify the 
strength of relationship between different variables using correlation 
coefficient [3, 79]. Our prediction models from Paper V and Paper VII 
are built using univariate and multivariate linear regression [79]. In our 
studies we also test a number of hypotheses regarding our datasets and 
our results. In Paper V we use Wilcoxon Signed-Rank Test [79] to 
check if the improvements offered by our prediction models are 
statistically significant. In Paper VIII we use Mann-Whitney U test [79] 
to compare the fault-proneness of new and modified code units.  

5.3 Validity 
 
There are four types of validity: internal, external, construct, and 
conclusion validity [79].  
 
The internal validity “concerns the causal effect, if the measured effect 
is due to changes caused by the researcher or due to some other 
unknown cause” [40]. Generally, we can say that internal validity 
threats concern the issues that could have impacted the phenomena we 
discuss and which we did not take into account in the study. As we see 
it, one issue that should be discussed in the context of internal validity 
of our studies is the risk that, in the studies described in Paper I and 
Paper II, the productivity could have been impacted by other than 
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platform related issues. To minimize this threat we took a number of 
measures. One obvious step was to take quality into account. The 
productivity could have been impacted by different quality levels of the 
projects. We also deliberately selected projects done in the same 
department to assure that the staff involved in those projects was at 
least overlapping, which to some extent eliminated the risk of some 
external competence input affecting the productivity. Also, when 
performing the interviews concerning the productivity bottlenecks we 
always had some open questions, in which the interviewees could 
mention issues we did not ask about. Unfortunately, in overall it is 
much easier to assure the internal validity in controlled experiments 
than in case-studies. Therefore, we can not claim that we identified and 
that we took all possible threats to internal validity into account, since it 
is basically impossible. However, we did our best in identifying and 
documenting possible threats to internal validity. Another situation in 
which it may be interesting to discuss internal validity issues are our 
fault prediction studies (i.e., Paper V-VII). In their case we obviously 
neither can nor want to claim the causal relationship between our 
predictor variables and faults. The study is based on correlations, so 
there is a chance that there is some factor other than those taken into 
account in this study that demonstrates itself in both predictor variables 
selected by us and in faults. Therefore, it is possible to perform useful 
predictions even without the causal relationship between dependant and 
independent variables. 
  
The external validity concerns the possibility of generalising the 
findings. Certain results of our study are very situation dependant, e.g., 
the values of productivity differences and the quantifications of the 
productivity bottlenecks’ impact from Paper I and Paper II. Also our 
performance measurements from Paper III and Paper IV are hardware 
dependant, e.g. much slower network connection or faster memory 
would affect the actual results. Our fault prediction studies (Paper V-
VIII) are all based on data from the same company, so projects could be 
considered to some extent, similar, which may explain why prediction 
models are transferable between these projects. Also our factors that 
impact the decision regarding the process change in Paper IX are very 
much dependant on the situation at Ericsson at the time the study was 
performed. However, we still believe that many general lessons can be 
learned from our studies. For example, when changing to the 
specialized technology with the unique programming model, certain 
competence related problems are quite probable. Such technologies, 
due to the limited number of users, may also suffer from a rather low 
support in terms of tools or off-the-shelf, ready to use components. 
What we would like to show is that there are certain problems 
connected with the introduction of a very specialized technology and 
that the total impact of these problems can be significant and should not 
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be underestimated. Also our suggestion of gradual introduction of the 
specialized technology (Paper IV) shows that in some cases such a 
solution can provide a good trade-off between technical and economical 
requirements. In our studies we have also taken a number of measures 
to assure the external validity of our results. For example, to assure the 
external validity of our prediction models (Paper V-VII) we built and 
evaluated those using data from different systems. We tried to select as 
different systems as possible within one large company (e.g., systems 
developed by different development organizations in different 
countries). Finally, some of our major findings seem to be similar to 
findings reported by other researchers, e.g., findings concerning 
productivity bottlenecks from Paper I and Paper II, findings 
concerning fault predictors in Papers V-VII, and findings concerning 
the evaluation of Streamline Development in Paper IX. We believe that 
these similarities strengthen our results.   
 
The construct validity ”reflects our ability to measure what we are 
interested in measuring” [40]. Simply speaking construct validity is 
about assuring that what we have measured is actually what we wanted 
to measure. It describes to what extent the quantities we have measured 
reflect the concepts we wanted to measure. The construct validity might 
be a problem in our case, since we try to measure abstract quantities, 
like software size, software functionality, or quality. As we have 
already discussed in Section 3.1.1 these problems will always occur, 
since there are no standardized metrics for many of the concepts we 
discuss. We tried to overcome that problem by explicitly describing 
what and how we measure. In some cases (e.g., software size 
measurement in Papers I and II) we applied multiple metrics (SLOC, 
number of classes) and we checked if they correlate. In other cases, we 
explicitly made certain assumptions (e.g., in Paper V-VII we assumed 
that fault-density is a measure of fault-proneness of code unit).    
 
The conclusion validity concerns the correctness of conclusions we 
have made. When discussing conclusion validity we want to assess to 
what extent the conclusions we made are believable. The difference 
between internal and conclusion validity is that conclusion validity is 
mostly interested in checking if there is a correct relationship (e.g. 
statistically significant) between the input and the output [2]. Internal 
validity describes if the relation between input and output was actually 
caused by what we claim it caused. One possible threat to conclusion 
validity is the reliability of the measures [2]. In our studies we used 
estimations (Paper I-IV) extensively, which always can be affected by a 
number of issues, like e.g., subjectivity of assessment. However, as we 
have described in Section 5.2, we have tried to minimize their impact 
by introducing certain precautions, like group consensus or group 



Introduction 

 29

discussion. Wherever possible, we have also checked the statistical 
significance of our findings.  

6. Conclusions 
 
Our primary research goal in this thesis is to investigate how the 
productivity of software development can be improved. We looked into 
technology driven and into process driven productivity improvements. 
A technology driven productivity improvement discussed in this thesis 
is the introduction of a new specialized technology. Process driven 
productivity improvements suggested and evaluated by us include using 
fault prediction models for improving fault detection efficiency and the 
change of the entire development process.  
 
We investigated the impact of the new technology by performing case 
studies in which we measured the productivity in the organization that 
introduced the specialized, fault-tolerant platform. The measurement 
revealed a significant decrease of productivity when the new 
technology was introduced. We identified a factor of four in 
productivity decrease compared to development where standard 
technology is used. This factor of four was equally affected by low code 
delivery rate and high average amount of code necessary to deliver 
functionality. We found that both of these tend to improve with 
experience and maturity. In mature development on the fault-tolerant 
platform the productivity reached the level of the productivity on the 
standard platform. It was, however, mostly due to the large code reuse 
that reduced the amount of code necessary to deliver functionality.  
 
To suggest improvements to the platform introduction process we 
investigated the reasons for the low productivity in the initial 
development on the new platform. We found that the main reason was 
the competence level when it comes to using the new technology. 
Therefore, as improvement methods, we mostly suggested a number of 
competence development activities. However, since it seems that some 
productivity decrease is unavoidable, we looked for a solution that 
could decrease the impact of low initial productivity on project’s cost. 
We showed that standard and fault-tolerant platforms can be combined 
into a single architecture that provides good technical qualities for a 
reasonable price. Such an architecture can be an interesting alternative 
when development using the specialized technology is still very 
expensive. We also identified productivity bottlenecks in the 
subsequent software development. We observed a significant decrease 
of the role of competence as a factor that affects productivity 
negatively. As the major productivity bottleneck in subsequent 
development on the new platform we found the shortage of 
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programming tools available for the specialized platform. Therefore, 
our major productivity improvement suggestions for mature software 
development concerned introducing tool support for the software 
development on the specialized platform.  
 
When looking for process driven productivity improvements we 
focused mostly on suggesting and evaluating methods for increasing the 
efficiency of fault detection. We suggested and evaluated a number of 
statistical fault prediction models. We showed that our models were 
able to provide, on average, 38% to 57% of the maximal theoretical 
improvement in fault detection efficiency. We also found that in 
industry fault predictions are commonly made by human experts. 
Therefore, to assess the practical value of our models, we compared 
their accuracy with the accuracy of predictions made by human experts. 
We found that statistical fault prediction models outperformed human 
estimations because they were more accurate and they accounted for 
more code. To enable more efficient resource allocation in software 
development projects we looked for methods that would enable fault 
prediction early in the software development process, i.e., before the 
system is implemented. We suggested a new method for such an early 
fault prediction. We found that our method provided predictions of 
similar quality to the best predictions available after the system is 
implemented.  
 
To further investigate the reasons for fault proneness of code units we 
compared the fault proneness of new and modified code. We found no 
significant difference between new and modified classes when it comes 
to number of faults per class or class fault-density. However, we found 
that the risk of introducing a fault when writing a line of code in a new 
class is significantly smaller compared to the risk connected with 
writing/modifying a line of code in an already existing class.  
 
We also looked for improvements that can be achieved by changing the 
development process. We performed an early evaluation of Streamline 
Development, which is a new process concept developed at Ericsson. 
One of the goals of this process is to improve productivity of software 
development. To evaluate Streamline Development we identified its 
advantages and drawbacks as well as issues that must be addressed 
before it can be introduced. Overall, we found that Streamline 
Development has potential to achieve its goals.  
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Abstract 

 
The high non-functional requirements on mobile telecommunication 
applications call for new solutions. An example of such a solution can 
be a software platform that provides high performance and availability. 
The introduction of such a platform may, however, affect the 
development productivity. In this study we present experiences from 
research carried out at Ericsson. The purpose of the research was 
productivity improvement and assessment when using the new platform. 
In this study we quantify and evaluate the current productivity level by 
comparing it with UNIX development. The comparison is based on two 
large, commercially available systems. We reveal a factor of four 
difference in productivity. Later we decompose the problem into two 
issues: code writing speed and average amount of code necessary to 
deliver a certain functionality. We assess the impact of both these 
issues. We describe the nature of the problem by identifying factors that 
affect productivity and estimating their importance. To the issues 
identified we suggest a number of remedies. The main methods used in 
the study are interviews and historical data research. 
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1. Introduction 
 

Handling the rapid growth of the number of services and subscribers in 
telecommunication networks has become a very challenging 
engineering task. Apart from high performance and high capacity the 
systems that create the infrastructure for the mobile telecommunication 
network must provide high availability. No downtime is accepted since 
it results in huge losses. Different telecom system developers deal with 
high availability in different ways. There are hardware based solutions, 
which main purpose is to avoid a system crash, as well as software 
based solutions, that try to handle the situation after a system crash. As 
a result of the latter approach, a new server platform was introduced by 
Ericsson. The platform has features that facilitate development of 
systems with strong high availability requirements. The first 
experiences after the change of the platform revealed an increase of 
development time and cost. Both of them affect time-to-market, which 
is a crucial factor for economically successful software development.  
 
In this paper we look at two large industrial projects at Ericsson. These 
projects concern the development of similar products. One project uses 
the new server platform and the other one uses a traditional UNIX 
development environment. By comparing time reports from the two 
projects and conducting interviews we were able to assess and compare 
the productivity for the two environments. A well know problem when 
dealing with productivity measures is the lack of metrics for measuring 
the size of the software. The most commonly used metric is the number 
of code lines [3, 4, 21, 30] We will discuss this and alternative metrics 
later in the paper. We also consider ways to measure the quality and 
complexity of the code, and not only the size. Furthermore, we identify 
some productivity bottlenecks; one category of these bottlenecks has to 
do with lack of experience. It is well known from many application 
domains that tacit knowledge, that has to be acquired by long term use 
and experience, is one source of initial productivity problems when 
introducing new technology [10] but as people get more used to the 
new technology these problems should go away. 
 
This study was planned as one of the activities aiming at understanding 
and improving of the development productivity in the new 
environment. The initial analysis resulted in formulation of the 
following research questions:  
 

- How large is the productivity problem? – when the study was 
started there were no hard proofs that productivity has actually 
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decreased when the new platform was introduced. The 
knowledge about satisfactory productivity level and productivity 
level on the new platform would allow us to quantify the 
problem. To achieve that we must measure the productivity of 
software development on the introduced platform and, to obtain 
a point of reference, compare it with the productivity level in 
another project, in which the productivity was perceived as 
good. As discussed above, two projects were selected for 
comparison: 

• Project A representing UNIX development. The 
productivity in that project was perceived as 
satisfactory. This project resulted in Product A. 

• Project B representing the development on the 
introduced platform. It resulted in Product B. 

Both systems are large (approximately 40 – 60 man years, 100-
200 KSLOC), commercially available, high quality systems that 
are part of mobile telephone network.  

- Why does the problem occur? – to solve the problem we must 
identify the issues that cause it. These issues would indicate 
areas in which there are opportunities for improvement. 

- What can be done about it? – for the issues identified we 
suggested the remedies.  

 
This paper is an improved and extended version of a previous 
conference paper [27]. In the current paper we present new and 
additional data and expand the discussion concerning quality aspects 
and the lessons that can be learned from our case study. We also 
include a significantly expanded discussion about related work. 

2. Presentation of the platform 
 

The server platform introduced by Ericsson is usually used in real-time 
telecommunication applications. This type of applications is 
characterized by very strong non-functional requirements, like the need 
for scalability, high availability and efficiency. On the other hand 
market demand for lowering maintenance costs and the best 
price/performance ratio forces the use of standard hardware 
components. The new platform meets these requirements. The 
hardware platform, presented in Figure 1, comprises: 
 

- A number of traffic processors that process pay-load. These are 
Intel Pentium III processors, and each of them has its own 
memory 
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- Four I/O processors responsible for the external communication, 
maintenance and monitoring of the whole system. These are 
standard Sun machines running Solaris 

- Two Ethernet switches and two separate interconnections via 
Ethernet networks 

Figure 1. The hardware configuration of the platform 

 
 
 
Although the platform offers standard interfaces (APIs) for Java and 
C++, the programming model is unique. The main execution unit is a 
process. There are two types of processes, static ones that are always 
running and dynamic ones that are created and destroyed on request. 
The inter-process communication is done by dialogue objects or 
globally accessible database objects. Dialogue objects are used for 
message passing communication (Figure 2).  In the communicating 
processes two corresponding Dialogue type objects have to be created. 
They exchange messages using built-in mechanism provided by the 
platform. 

Figure 2. Inter-process communication using dialogue objects 
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Database objects are the basic units of storage in the internal database.  
They can be accessed by any process running on the platform. They can 
therefore be used to implement a shared-memory communication model 
(Figure 3). 

Figure 3. Inter-process communication using database objects 

 
 
 
In order to assure an efficient load balance the programmer has a set of 
methods for specifying the allocation of database objects and processes 
to processor pools, i.e. sets of traffic processors on which database 
objects and processes may end up. The load balancing within a pool is 
done by the platform itself. 
 
The platform facilitates programming of the highly available systems, 
i.e. every process or database object is automatically replicated on 
different machines in the cluster – a crash of one of them does not 
affect the correct operation of the whole system. Additionally the 
platform has built-in features that allow online upgrades of the 
applications that operate on the platform.     
  
The two applications examined in our study co-operate within the same 
system that works in the service layer of the mobile telephony network. 
In each of them the high availability requirement was provided in a 
different way. In Product A high availability is assured by a backup 
server that takes over the work when the main server fails. Product B 
uses the new platform features to provide high availability.  
 
Both applications have similar design structure. The following 
subsystems can be identified: 
 

- Platform–software that extends functionalities provided by 
platform 

- Communication–software responsible for handling of 
communication protocols  
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- Functionalities–software that contains actual business logic of 
the application 

 
Both systems are written in C++. To minimize the impact of software 
reuse on the productivity measurement, only the first versions of both 
products were taken into account – both were written “from scratch”. 
Additionally it should be noticed that Product B was one of the first 
projects done on the new platform by the team of developers examined 
in the study. Before taking part in the project the project members 
underwent a training program about the new platform. The training 
program comprised of a one week long course.  Additionally, the 
developers were provided with a web based tutorial that covered basic 
issues connected with programming on the new platform. They also 
produced a number of prototypes to gain practical, “hands-on” 
knowledge about the platform. According to the majority of the 
developers the quality of the introduction process was not satisfactory. 
They suggested that they would benefit significantly from longer and 
more advanced training.  

3. Methods 
 
In this Section we present methods used in the study. Each subsection 
in this Section has a corresponding subsection in Section 4 where the 
results are presented. 

3.1 Productivity measurement 
 

The first thing that must be done is establishing what productivity is 
and how it can be measured. The traditional productivity definition as a 
ratio of output units produced per unit of input effort [1] is not easily 
applicable to software development. The input effort is usually defined 
as the sum of all resources that were used to produce the output. In the 
software development the biggest part of whole production cost is the 
cost of work. Therefore, in the study, person hours were taken as the 
input unit of effort.  It is much more difficult to select the metric for the 
unit of product. Two perspectives of measuring the size of the system 
can be identified: 
 

- Internal viewpoint (developer’s perspective) – describes the 
amount of code that must be produced to complete the system 

- External viewpoint (customer’s perspective) – refers to the 
amount of functionality provided by the system. 
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The internal point of view metrics usually measure the physical 
“length” of the code produced. Typical units of the internal size are 
number of source lines of code, number of classes or number of 
functions. Internal size measurements can be easily obtained by the use 
of automatic tools. The often mentioned weakness of measuring the 
system size using code lines is that result depends on the coding style -   
one programmer can write a statement in one line while other can 
consistently spread it among a number of lines. To check if such a 
situation took place the ratio of code lines per C++ statement was 
calculated for both projects. This metric should, to a certain extend, 
assure that coding style was similar in both projects. 
The internal perspective may be confusing, since one platform may be 
“more productive” when it provides a certain functionality using “less 
code”. The measurement from an internal perspective would not reveal 
this. However the measurement from external perspective is difficult in 
real time systems. This measurement should take into account not only 
the “amount” of functionality but also the complexity, which is very 
difficult to quantify. Therefore existing functional size metrics, like 
Function Points, are not recommended for real-time systems size 
measuring [26]. Instead of measuring we decided to estimate the ratio 
of functional size of both systems. Since expert judgement is 
considered as an acceptable way of performing estimations [6, 19, 24], 
we used it for comparing the functionality of both systems. 
 
The following data concerning the sizes of both projects were 
collected: 
 

- Number of person hours spent on each project (Hour) – only the 
development phase of the project was taken into account 
(design, implementation, testing). Person hours contain 
designers, testers and managers work hours. 

- Number of code lines in each project (SLOC) - we counted only 
lines with C++ code, comments and blank lines were not 
counted.  

- SLOC/C++ statement ratios in both projects 
- Number of classes in each project (NoC) 
- Ratio of amount of the functionality in both projects (FUNC) – 

an expert estimation. A total of 6 experts were interviewed for 
the estimation. All of them had knowledge concerning both 
projects. The results of the estimation were analysed by three 
other experts and a consensus was achieved.     
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3.2 Quality aspects 
 
The main weakness of the size measurement methods is that they do 
not take any quality factors into account. The productivity can only be 
“interpreted in context of overall quality of the product” [1]. Software 
product must meet certain quality requirements (minimum acceptable 
requirements) before the productivity metric can be applied.  Therefore, 
in the study, quality aspects were kept in mind when evaluating 
productivity. Big differences in any aspect of quality may possibly 
explain the difference in productivity – in that case lower productivity 
could be the price for higher quality. 
 
In the study we have considered following quality factors that 
according to us can have impact on productivity:  
 

- design quality – quality of application design and quality of 
code produced. Better design pays off in testing and 
maintenance phases and is more likely to be reused in other 
projects in future and therefore can be considered an added 
value. 

- final product quality – qualities actually achieved in the final 
application. Example of such qualities may be non-functional 
requirements. High non-functional requirements (security, high 
availability) can be the important cost driver and therefore can 
explain relatively high development time. 

- quality of development process – high quality of development 
process does not guarantee high quality of final product but 
makes achieving it more probable.     

 
It is obvious that the lines of code are affected by a number of things. It 
is more difficult to produce well designed, structured and organized 
code. From the software metrics suggested by [9, 11] that are 
applicable for object oriented systems we selected those that were 
proven to have impact on quality of the system [2, 7, 8, 11]. Therefore, 
a number of metrics, describing different aspects of design quality, 
were applied: 
 

- McCabe Cyclomatic Complexity (MCC) metric [11]. This metric 
measures number of linearly independents paths through the 
function. According to [13] “Overly complex modules are more 
prone to error, are harder to understand, are harder to test, and 
are harder to modify.” 

- Lack of Cohesion (LC). It measures “how closely the local 
methods are related to the local instance variables in the 
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class” [11]. The idea is to measure to what extent the class is a 
single abstraction.  In [8] Chidamber, Darcy and Kemerer 
proved that the Lack of Cohesion metric has impact on 
productivity. According to them the implementation of classes 
with high LC was difficult and time consuming. In the study we 
counted LC using method suggested by Graham [14, 17] which 
gives normalized values of LC (0%-100%). We considered 
normalized values more applicable for comparison purposes.  

- Coupling (Coup) [9, 11], the metric measuring the number of 
classes the class is coupled to. This metric allows assessing the 
independence of the class. Coupling is widely recognized as 
important factor influencing productivity [8] and fault proneness 
[2, 7]. 

- Depth of Inheritance Tree (DIT) measures how deep in 
inheritance hierarchy the class is. According to [9] high DIT 
values resulting in higher complexity make prediction of class 
behaviour more difficult. In [2] Basili, Briand and Melo proved 
that there is relation between DIT and fault proneness of the 
class.  

- Number of Children (NC) defined as “number of immediate 
subclasses subordinated to a class in the class hierarchy” [9]. In 
[9] authors claim that classes with huge amount of subclasses 
have potentially bigger impact on the whole design and 
therefore they require more testing (their errors are propagated).  

 
Other quality aspects, like quality of the final product or quality of the 
development process are difficult to quantify. Therefore the opinions 
about both of them were collected during interviews. Twenty 
developers were interviewed in a semi-formal manner [22]; later an 
additional ten informal interviews were performed. When it comes to 
the quality of the final product the interviews mainly concerned 
comparison of non-functional requirements put on the systems.  The 
development process quality discussions focused on the amount of 
quality assurance activities, like testing, inspections or the level of 
detail in project documentation.  

3.3 Productivity bottlenecks 
 
The next step after estimating the size of the productivity was the 
identification of issues that affect productivity. We were aiming at 
localization of productivity problems on the new platform. Therefore 
we focused on identifying the productivity bottlenecks only in Project 
B. Since productivity can be affected by factors of different nature the 
decision was made to take into account all the areas of productivity 
bottlenecks localizations, which are [15]: 
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- People–issues connected with competence level of people 
involved in the development process 

- Processes–issues connected with work organization 
characteristics 

- Technology–issues connected with technology used, in our case 
mainly different platform shortcomings 

 
In order to identify the issues that affect the productivity we performed 
interviews with 20 developers directly involved in the development on 
the new platform. The interviews were semi-formal [22]. Apart from 
reporting productivity bottlenecks, the interviewees were asked for 
suggestions of improvements/remedies. Basing on data collected during 
the interviews we created a list of productivity bottlenecks.   
 
The additional analysis was performed to estimate to what extend each 
of the identified issues affects the productivity. The method selected for 
that is called Analytic Hierarchical Process - AHP [23]. Each 
respondent did pair-wise comparisons between different issues and 
basing on those comparisons the final importance of the different issues 
was calculated [23]. The comparison was based on the question “Which 
alternative do you feel affects productivity more?”. The AHP 
questionnaires were distributed among the same group of people that 
took part in the interviews. The AHP method made it possible to build 
the hierarchy of the importance for each respondent and assigning 
weights of importance to alternatives.  An example of importance 
vector for 6 issues is presented in Table 1. Such a vector is an outcome 
of an AHP analysis performed by a single respondent.  

Table 1. Example of the importance vector (N.B. importance figures always sum up 
to 100%) 

Bottleneck Importance 
Issue 1 (e.g. voice conversation ) 30% 
Issue 2 (e.g. games ) 10% 
Issue 3 (e.g. SMS ) 20% 
Issue 4 (e.g. alarm ) 15% 
Issue 5 (e.g. calculator ) 15% 
Issue 6 (e.g. tunes ) 10% 

 
To ensure that the results really reflect the opinions of the respondents 
each of them was presented with an individual importance vector and 
was allowed to change/adjust it. The individual importance vectors 
were used to create the importance vector of the whole group. It was 
created by calculating an average importance weight for each issue.  
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The AHP analysis was performed by the same group of developers that 
took part in the interviews during which the productivity bottlenecks 
were identified.    

4. Results 
 
Each subsection in this Section presents results of application of the 
methods described in corresponding subsection in Section 3. 

4.1 Productivity measurement 
 

Due to the agreement with the industrial partner all measurement 
results will be presented either as [Project A / Project B] ratios or 
[Project A - Project B] differences. No results will be presented as 
absolute values. 
 
The results of the size and the effort measurements taken on both 
projects are summarized in Table 2. The table presents relative values 
only. 

Table 2. Project size and effort ratios  

Metric Project A/Project B 
Code lines (SLOC) 1.5 
Number of classes (NoC) 1.5 
Functional size (FUNC) 3.0 
Person hours (Hour) 0.7 

 
 
To check if similar coding style was used in both projects, the average 
number of code lines/C++ statement was calculated for both projects. It 
turned out to be similar. In Project A it was 2,22 lines/statement, while 
in Project B it was 2,42 lines/statement. Therefore we considered code 
lines comparable between both projects.  
 
The significant difference (factor of 2) between the internal viewpoint 
measurement (code lines, classes) and the external viewpoint 
measurement (functionalities) suggests that UNIX is more successful in 
providing functionality – on average half of the code is required to 
provide a certain functionality. To explain that phenomena the structure 
of both projects was examined. The structure is presented on Figure 4. 
There is significant difference in the distribution of code in the 
subsystems. The large difference in amount of code in the Platform part 
can easily be explained. In Project A the own platform extension was 
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developed on the top of the system, which was not the case in Project 
B. The subsystem responsible for the business logic (Functionalities) is 
about 3 times bigger in Project A which meets the expectations – 
according to the experts there is 3 times more functionality in Project 
A.  In the unknown part there is a large difference in the amount of 
code for communication handling. We performed a number of 
interviews to explain the fact that more code is needed per average 
functionality. During the interviews we presented the diagram from 
Figure 4. Three possible explanations of the phenomena were 
mentioned: 

Figure 4. Product structure 

Project A Project B

Other
Functionalities
Communication
Platform

 
 

- In UNIX the support for communication is better – i.e. there are 
more third party libraries available or the system itself provides 
more 

- In general it is more difficult to design systems on the new 
platform. The design is more complex, more code has to be 
written to complete a certain functionality 

- The platform lacks certain tools (for example a good debugger) 
and therefore more code must be written to compensate for that 
(i.e. debug printouts that help in tracing faults) 

 
From the information about the size and the effort the development 
productivity ratios were calculated. The results are presented in 
Table 3.  
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Table 3. Productivity ratios 

 Project A / Project B 
SLOC/PH 2.15 
NoC  / PH 2.15 
FUNC/PH 4.30 

4.2 Quality aspects 
 

To compare the design quality in both systems a number of 
measurements (described in Section 3.2) were done. Each metric will 
be analyzed separately. Since all the metrics are done either on the 
function or on the class level (values are obtained either for each 
function or for each class) in order to compare two systems we will 
examine the distribution of the values in each of them. For each metric 
we will present mean, median, standard deviation and minimal and 
maximal values obtained. This way of describing measurements was 
presented in [2]. We will also present histograms describing in 
graphical form how many percent of the entities (classes, functions) in 
the system have certain value of the metric. Since it is sometimes 
difficult to assess if the obtained values are typical or not, where it is 
possible we will add a column where the corresponding values from the 
study described in [2] will be presented. Other examples of such values 
can be found in [7-9, 20]. We selected values from [2] for comparison 
purposes because measurements there were taken on relatively large 
amounts of C++ classes, which is similar to our study, and the same 
types of data were collected as in our study. Values from other studies 
mentioned [7-9, 20] will be used when discussing the findings. 
 
The first metric applied was McCabe Complexity. Results were 
obtained on function level and are presented in Table 4.  

Table 4. McCabe complexity 

 Project A Project B 
Mean 3.3 2.5 
Median 1 1 
Maximum 125 96 
Minimum 0 1 
Std. deviation 5.8 5.0 
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According to [11] McCabe Complexity of the function should not be 
higher then 10, otherwise the function is difficult to test. We examined 
the data from that perspective (Figure 5). 

Figure 5. McCabe Complexity - distribution 
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In both projects the vast majority of the functions (95% in Project A 
and 97% in Project B) have complexity values within 0-10 range and 
therefore we consider both projects similar from that perspective. 
 
The remaining measurements gave the results on the class level.  
 
The second metric applied was the Lack of Cohesion. The results are 
summarized in Table 5. 

Table 5. Lack of Cohesion 

 Project A Project B 
Mean 49.9 46.8 
Median 57 57 
Maximum 100 100 
Minimum 0 0 
Std. deviation 35.5 37.4 

 
 
The distribution of LC values between classes of both systems is 
presented on Figure 6. 
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We can observe that trends in distribution are similar in both systems. 
Mean and median values are also similar. Therefore we consider both 
systems similar from a Lack of Cohesion viewpoint. 

Figure 6. Lack of Cohesion - distribution 
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The next metric applied was Coupling. The results are summarized in 
Table 6. 

Table 6. Coupling 

 Project A Project B Ref.[2] 
Mean 6.0 5.1 6.80 
Median 3 3 5 
Maximum 82 35 30 
Minimum 0 0 0 
Std. dev. 8.6 5.7 7.56 

 
 
In order to compare to what extend coupling values obtained in both 
projects are similar we looked for data describing coupling in typical 
projects. The mean coupling values reported in [2, 7-9, 20] are usually 
between 5 and 7. The distribution of coupling values in the project 
classes is presented on Figure 7. 
 
We consider the distribution of coupling values similar for both 
projects. The values from Table 5 place both our projects among 
typical projects from coupling point of view. Therefore we consider 
them similar from that perspective. 
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Figure 7. Coupling – distribution 
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The application of the Depth of Inheritance Tree metric gave results 
presented in Table 7. 

Table 7. Depth of Inheritance 

 Project A Project B Ref.[2] 
Mean 0,62 0,78 1.32 
Median 0 1 0 
Maximum 4 3 9 
Minimum 0 0 0 
Std. dev. 0.8 0.7 1.99 

 
 
Comparing to [2, 9] the mean, median and standard deviation values 
obtained in the study are much lower.  The distribution of DIT values is 
presented on Figure 8. 
 
From Figure 8 it can be observed that the difference between projects is 
caused by about 20% of the classes that in Project B have depth 1 while 
in Project A the depth is 0. We consider that difference rather small 
especially because comparing to other studies the average DIT values 
in both examined projects are small. 
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Figure 8. Depth of Inheritance - distribution 
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The last metric applied was Number of Children (NoC). The results are 
summarized in Table 8. 

Table 8. Number of Children 

 Project A Project B Ref.[2] 
Mean 0.35 0.19 0.23 
Median 0 0 0 
Maximum 24 9 13 
Minimum 0 0 0 
Std. dev. 1.8 0.9 1.54 

 
 
 Compared to the reference project we can observe that Project A has 
similar characteristics, while in Project B mean value is about twice as 
small. The median value is in both cases equal 0. The distribution of 
NoC values is presented on Figure 9.  
 
As it can be seen on Figure 9 over 90% of classes in both projects has 
NoC equal to 0.  The difference in mean value is caused mostly by 2% 
of classes that in Project A have 1 child while in Project B they have 0. 
Since the distribution is almost identical we consider both projects 
similar from NoC perspective. 
 
After analyzing all the measurements taken we can not observe any 
major difference in design quality between the two projects. Therefore 
we consider the design quality similar in both projects.  
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Figure 9. Number of Children – distribution 
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The measurements presented above describe only design quality. 
Equally important for the productivity assessment are the quality 
aspects of the system developed (i.e. non-functional requirements) and 
the quality aspects of the development process (i.e. number of the 
quality assurance activities). The overall impression was that Project B 
was more ambitious in terms of the process quality aspects. Due to the 
relative novelty of the platform, and in order to minimize anticipated 
influence of the learning effect, much effort was put on quality 
assurance (inspections, testing) and documentation activities. The non-
functional requirements put on the systems were similar, but during 
interviews the designers mentioned that they believed the non-
functional characteristics achieved in the project were better in the 
system developed on the new platform. 
 
Both systems met the requirements that were put on them. 

4.3 Productivity bottlenecks 
 
The nature of the productivity problems was identified during 
interviews. As a result of them the list of nine issues that negatively 
affect the productivity in the Project B was formulated: 
 

- Not enough experience sharing (i.e. seminars, meetings) and 
training activities – this problem impacts the productivity in two 
ways: 

• The skills of the staff are not developed as quickly as 
it would be possible.  
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• The “reuse” of ideas is smaller. Better exchange of the 
information would prevent the situation when two 
people invent a solution to the similar problem 
separately.  

- Staff competence level – the novelty of the platform causes 
overhead connected with learning. This is important because, 
according to interviewees, the start up time on the new platform 
is relatively long comparing to e.g. UNIX. 

- Quality of the new platform’s documentation – Certain problems 
connected with the documentation’s quality and availability 
were mentioned. According to interviewees a better structured 
and updated source of technical information on the new platform 
would positively affect the speed and quality of software 
development. 

- Runtime quality of the new platform – low runtime quality of the 
platform makes development and testing more difficult. 
Relatively high amount of faults was classified as platform 
related, which means that they occurred due to the platform 
error. Therefore the scope of potential fault localizations is 
bigger compared to more mature platforms, which adds a lot of 
complexity to testing. 

- The platform interface (API) stability – unexpected changes in 
the API in the different platform releases result in the need of 
“redoing” parts of the system to meet the new API specification.   

- Lack of target platform in the design phase – Designers do not 
have access to a real cluster. Instead they are working with an 
emulator, which is not 100% compatible with the target 
platform. The faults caused by the incompatibility are 
discovered later, in testing phase, when the cost of correction is 
much higher. 

- Too much control in the development process – due to the 
novelty of the platform there was a strong pressure on the 
quality assurance activities, like large amount of inspections or 
detailed documentation produced on quite low level.  It resulted 
in heavy and costly development processes. 

- Unstable requirements – the unstable requirements make it 
necessary to redesign parts of the system, sometimes in later 
stages of the project, which  is extremely costly.  

- Too optimistic planning and too big scope of the projects – big 
scope of projects combined with the novelty of the platform may 
result in long lead-time. Long lead-time projects are much more 
prone to change requests due to changes of market demands.    
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It is noticeable that the bottlenecks identified have different nature. 
This suggests that the productivity problem is complex and depends on 
many factors.  

 
The interviewees were asked to prioritize the issues to show which, 
according to them, affects productivity most. Thanks to the use of the 
AHP method we were able to create individual importance vectors. For 
each interviewee we calculated the weights of importance that the 
interviewee assigned to the issues. Weights were normalized, so they 
always sum up to 100%. Based on the individual importance vectors 
the average vector was calculated (see Section 3.3). Table 9 presents 
the final ranking of the issues affecting the productivity of the software 
development on the new platform.   

Table 9. Productivity bottlenecks prioritization 

Bottleneck Importance 
Staff competence level 22% 
Unstable requirements 16% 
Not enough experience sharing and 
training activities 

13% 

Quality of platform’s documentation 10% 
Runtime quality of the platform 10% 
Too much control in development process  9% 
Too optimistic planning, too big scope of 
projects 

8% 

Lack of target platform in the design phase 7% 
Platform interface stability (API) 5% 

 

5. Discussion 

5.1 Related work 
 

In the literature the software productivity research has gone in two 
main directions [21]: 

- productivity measurement 
- identification of factors that affect productivity 

Main point of concern of researchers dealing with measurements is the 
lack of a generally accepted metric for measuring software size. Often 
the simplest method of measuring the size is used, which is number of 
lines of code [3, 4, 21, 30]. Maxwell, Van Wassenhove and Dutta  [21] 
performed a study that involved an evaluation of the lines-of-code 
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productivity metric. They compared it with Process Productivity, the 
complex metric that includes management practices, level of 
programming language, skills and experience of the development team 
members and the complexity of the application type. After examining 
99 projects the authors concluded that the simple lines-of-code metric 
was superior to the Process Productivity metric.  
 
The second direction of the productivity research was identification of 
factors that affect the productivity. The continuously increasing cost of 
software development has made productivity improvement a very 
popular topic. It is usually seen as the way to decrease cost and improve 
delivery time.  The fact that software projects are often late and over 
budget [3, 4, 28] makes the problem important. A number of research 
studies were done within that domain. Yu, Smith and Huang  [30] 
created a universal framework for the improvement process. They 
identified three steps of the improvement process: measurement, 
analysis and improvement. The purpose of the first step was to find out 
where the project stands, the second step was devoted to identification 
of the factors affecting productivity and the third one was supposed to 
minimize their impact. The framework suggested corresponds well with 
our strategy. The authors presented the example of the study aiming 
into quantification and improvement of the productivity in a project 
from AT&T Bell Laboratories. One interesting finding in that project is 
that the issues affecting productivity are, to a large extent, similar to the 
ones described in our research. Among the issues that were ranked the 
highest belong the requirements stability and the staff experience, 
which is similar to the results obtained in our research. 
 
Many researchers have observed, documented and tried to solve the 
productivity problem when adopting new technology [10, 12, 16, 18, 
29]. Ever since the learning effect [25] was described most researchers 
agree that some of the initial productivity problems fade away with 
time due to growing experience and maturity of the organization. The 
question of how to make that time as short as possible remains 
unanswered.  In [10] Edmondson, Winslow, Bohmer and Pisano stress 
the importance of having as much of the knowledge about new 
technology codified as possible. The more of the knowledge about new 
technology is tacit the bigger problem is to introduce it seamlessly. In 
the examined project we have experienced the situation where lack of 
easily accessible source of information about the technology affected 
the productivity.   Fisher and Wesolkowski [12] present another view 
of the initial knowledge problem. It might be extremely difficult to 
increase the competence level of the staff it the staff does not want it. 
According to them one of the key points is the motivation and attitude 
issue – they quote the results of the study showing that only 15% of the 



Software Development Productivity on a New Platform 
- an Industrial Case Study 

 

 63 

population is enthusiastic when it comes to new technology adoption, 
85% is more or less hesitant to it. Harvey, Lefebvre and Lefebvre [16] 
analyzed 100 companies to find out how the companies that 
successfully adopted new technologies differed from the others. One of 
their findings was the huge role of management in such process. The 
importance of management’s role in facilitating the process of new 
technology adoption is also stressed by Vaneman and Triantis [29]. 
Among the bottlenecks we have identified there are issues concerning 
project planning and organization which proves that the role of 
management was recognized by our interviewees.  
 
Other researchers also put a lot of effort in localizing issues affecting 
the productivity. Productivity issues are often referred to when 
discussing delays in software deliveries [3, 4, 28]. Although lead-time 
and productivity do not always correlate (i.e. adding a new developer 
may decrease the productivity but improve lead-time), the improvement 
of productivity is usually seen as a way to decrease the development 
time. Blackburn and Scudder [3] identified number of factors that 
reduce development time. The authors examined the data from 40 
different projects. As the most promising technique of development-
time reduction the Reuse of Code was considered. The second most 
promising technique was competence development, which is similar to 
the results obtained in our study. Moreover in the paper the authors 
report that “managers are continually frustrated by changing 
requirements” – which directly corresponds to “Unstable 
requirements”, the issue which is second on our priority list.  
 
A direct comparison of results obtained in the research studies 
presented above with results obtained in our study may seem to be 
inappropriate – these were usually surveys in which a large number of 
projects were examined, and therefore the results are on higher level of 
abstraction and to large extend their generalization would be justified. 
However the fact that conclusions concerning productivity bottlenecks 
seem to be similar may indicate that the problems identified are rather 
common for the situation when new technology is adopted. 

5.2 Productivity level 
 
The results obtained in the study describe the current productivity level 
in the software development on the new platform. Compared to the 
UNIX platform a factor of four in the productivity measured from an 
external perspective was identified. It can be later decomposed into two 
issues: 
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- code writing speed - on the new platform the code is written 
slower, on average it takes twice as much time to deliver 1 line 
of code (internal perspective measurement measures the speed 
of delivering the code) 

- code line/functionality - in the new platform the average number 
of code lines per functionality is bigger.  Since it holds the 
remaining part of responsibility for the productivity level its 
impact may be counted as a factor of two. It is supported by 
measurements – on average we need twice as much code per 
functionality on the new platform. 

 
The issues that affect code writing speed are presented in the Table 9.  
The ones that have impact on high SLOC/functionality ratio in the new 
platform are lack of third party libraries, missing tools (e.g. debuggers) 
and platform complexity. The distribution of responsibility for 
productivity level is summarized on Figure 10.  

Figure 10. Productivity problem decomposition 

 
 

5.3 Productivity improvement 
 

The main reason for bottlenecks identification is to find out where the 
application of remedies would bring the best results. In our study it 
seems obvious, since three highest ranked issues hold over 50% of 
responsibility for the productivity level, and two of them are related to 
competence. It is not surprising – competence is usually a problem 
when new technology is introduced, especially a complex one with 
long start up time. The picture changes if localizations of bottlenecks, 
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suggested by Hantos and Gisbert [15], are considered. Table 10 
presents this. 
 
A surprising finding is that platform related issues were rated quite low 
both individually and as a group. One possible explanation could be 
that the respondents focused on issues that are internal to the 
organization where the study was performed. Maybe they tried to focus 
on issues that directly depend on them. Platform quality issues do not 
belong to that group of issues while competence and work organization 
issues do. Another explanation would be more straightforward – 
platform quality is not the main problem. Additionally it should be 
noticed that the competence issues’ importance is most prone to change 
over time. It should decrease with time when the developers will gain 
experience. However, it is still a valid issue when the platform is being 
introduced to a new organization. 

Table 10. Bottleneck localizations importance 
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Quality of platform’s documentation 
Runtime quality of the platform 
Platform interface stability (API) 

25% 

 
 Table 10 clearly suggests that each group of the issues holds relatively 
large responsibility for current productivity level – no “silver bullet” 
solution to the problem can be expected. Therefore, remedies to all the 
productivity bottlenecks were presented. It is a subject to further 
research to suggest the order in which they should be applied. Their 
possible effectiveness, estimated in this study, is only one of the factors 
that should be taken into consideration when making that decision – 
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others are the cost of the remedy, risk connected with its introduction or 
the time after which the remedy application will pay off. 
 
There are three ways to improve productivity [5]: work faster, work 
smarter and work avoidance. Faster work can be obtained by 
development of skills. Therefore, the following skill development 
activities were suggested: 
 

- Good introduction process - The introduction process would 
familiarize the staff with the new technology and minimize the 
overhead connected with learning  

- Continuous skills development processes, like an advanced 
course on programming on the introduced platform, seminars, 
meetings and technical discussions would give the developers a 
chance to share experiences and spread knowledge among team 
members. 

- Better management of company knowledge 
• Set of patterns - set of easily applicable solutions to the 

common problems.  
• Better documentation of the problems encountered  would 

help to avoid making the same mistakes in  the future. 
 

The second way of improving productivity, smarter work, suggests 
better work organization. The following possible remedies were 
suggested to the problems identified: 
 

- Lack of target platform in the design phase  
• More automated functional tests run overnight would 

provide immediate feedback concerning the application’s 
behaviour on the real platform. The faults would be 
detected earlier which would save a lot of time connected 
with e.g. fault localization. 

• Introduction of the target platform in the analysis/design 
phase would be an expensive solution, but would provide 
designers with immediate and precise feedback.  

• More prototyping in the early stages of the project – some 
problems that are encountered in the implementation phase 
would never occur if the ideas were tested on prototypes 
earlier in the design phase. 

• Shorter time between functionality development and 
testing would result in faster fault detection. It would be 
easier for designer to localize the problem in code that was 
recently produced than in code produced long time ago. 

- Too optimistic planning, too big scope of projects and unstable 
requirements - a smaller scope of the projects would result in 
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more stable requirements. The main cause of requirements 
change is the change of market demands. If the project had 
shorter lead-time the probability of having change requests 
would be smaller and their impact would be minimized. 

 
The last way of productivity improvement, namely “work avoidance”, 
refers to the idea of acquiring the solution instead of developing it. One 
big issue in that topic is the current lack of third party components for 
typical purposes, like handling of the standard communication 
protocols. Other issues are the platform quality issues. The following 
improvements of the platform were suggested to the platform 
developer: 
 

- Runtime quality of the platform – the focus should be put on 
providing quality to existing functionalities of the platform 
instead of developing new features. 

- Platform programming interface (API) stability – a “road-map” 
describing which parts of the platform are subject to change 
would solve the problem. In that case, the designers would not 
be surprised by API changes. 

- Quality of platform’s documentation – Update  documentation – 
features that are not documented can not be used, so there is no 
point in developing new features if their description is not added  
to the documentation.     

6. Conclusions 
 

The objective of the study was to examine the impact of the change of 
the platform on the software development from the development 
productivity point of view. To achieve that we at first quantified the 
productivity of the software development on the introduced platform, 
then identified the nature of the problems encountered and finally we 
suggested some productivity improvement methods. The quantification 
was done by comparison with an other project, in which the 
productivity was perceived as good. 
 
The measurement from the functional perspective revealed the factor of 
four difference between the development productivity in the two 
projects. Examination of the product structure and measurement from 
the internal perspective allowed us to select two factors that result in 
the factor of four difference between productivity. These are the code 
writing speed, twice as small in the new platform, and the average 
amount of code necessary to provide certain functionality, about twice 
as big in the new platform. 
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In order to check to what extend the difference in productivity between 
the two projects could have been caused by the difference in quality we 
examined different aspects of quality. We found out that in terms of the 
design quality both projects are similar but in terms of process quality 
the project done on the new platform was more ambitious. In terms of 
non-functional requirements there was no significant difference in the 
requirements put on the system but the developers believed that the 
non-functional characteristics actually achieved in the project done on 
the new platform were better.  
 
Later we identified factors that affect productivity and we estimated 
their importance. It turned out that the problem is complex - there are 
many factors of different origins that affect the current productivity 
level. The learning effect, caused by the introduction of the new 
platform, had the relatively highest impact on the code writing speed. 
However, other factors like the platform quality and the work 
organization also have a significant impact. Lack of third party libraries 
for the new platform and the platform complexity result in larger 
amount of code necessary to deliver functionality, compared to the 
Unix environment.   
 
Due to the problem complexity the suggestion of one, “silver bullet” 
solution was impossible. Therefore we suggested a number of remedies 
to the issues identified. The individual importance of the issue the 
remedies address will be one of the factors taken into consideration 
when deciding the order in which the remedies will be applied. 
 
We believe that some general lessons can be learned from our study. 
Problems, similar to the ones we have described, may be experienced 
every time a company decides to change platform or technology. If the 
change is from a standard, widely used environment, to one used 
mainly in specialized application domains, as in our case, it seems very 
likely that the bottlenecks we have identified may appear. The 
magnitude of their impact may however differ, due to their dependence 
on individual settings like the kind of technology introduced, 
experience of the staff, characteristics of projects done in the company 
and many others. 
 
One of the main issues identified in our study, namely the learning 
effect, is always present when a new platform is introduced. If the 
platform has a unique programming model, the learning curve can be 
very steep. Appropriate training activities, although expensive, may 
bring significant savings on the project cost. This was clearly pointed 
by our interviewees who ranked the competence issues highest. 
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Therefore it seems to be extremely important that the developers are 
provided with a good source of information about the new platform. It 
not only minimizes the learning effort but also affects the coding speed 
even after the developers have gained a certain level of experience. 
 
Due to the learning effect projects done using the new technology are 
prone to delays. In order to minimize the impact of limited experience 
on the quality of the product, often the amount of quality assurance 
activities is higher than normally, which makes the project even more 
delayed.  In the systems like the ones we have examined it immediately 
results in unstable requirements, which according to our interviewees 
have significant impact on productivity. Therefore the scope of initial 
projects should be limited, if possible.  
 
Another issue that may be a consequence of introduction of a very 
specialized platform is the lack of convenient add-ons that are available 
on standard, widely used platforms.  The number of available tools or 
third party libraries is likely to be limited since the relatively small 
number of potential customers that would buy those makes their 
development questionable from economical perspective. Considering 
that among those there are debuggers, profilers or CASE tools as well 
as software libraries the impact of their absence should not be 
underestimated. 
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Abstract 
 
Introducing new and specialized technology is often seen as a way of 
meeting increasing non-functional requirements. An example of such a 
technology is a software platform that provides high performance and 
availability. The novelty of such a platform and lack of related 
experience and competence among the staff may affect initial 
development productivity. The competence problems should disappear 
with time. In this paper we present a study, which we conducted at 
Ericsson. The purpose of the study was to assess the impact of 
experience and maturity on productivity in software development on the 
specialized platform. We quantify the impact by comparing productivity 
of two projects. One represents an initial development stage while the 
other represents a subsequent and thus more matured development 
stage. Both projects resulted in large commercial products. We reveal 
a factor of four difference in productivity. The difference was caused by 
a higher code delivery rate and a lower number of code lines per 
functionality in the latter project. We assess the impact of both these 
issues on productivity and explain their nature. Based on our findings, 
we suggest a number of improvement suggestions and guidelines for 
the process of introducing a new technology.  
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1. Introduction 
 
The increasing expectations concerning software systems require 
solutions that make it possible to deliver more and more sophisticated 
products. A well established way of overcoming technical limitations is 
to introduce new technology. An area in which a rapid increase of 
requirements can be observed is telecommunication. The increasing 
number of services and subscribers puts high quality requirements on 
the systems that provide the infrastructure for the mobile telephony 
network. A requirement that recently has become very important is 
high availability. The service should be available all the time – service 
outages result in significant financial losses of the network operator. 
One way to facilitate development of highly available systems is to 
introduce a specialized software platform. Such a platform can help 
achieving the desired availability level by using sophisticated built-in 
mechanisms for efficient data replication, failure recovery, and online 
updates.   
 
Introducing a specialized platform, as any technology adoption process, 
is always connected with some cost. In the beginning, the new platform 
is unknown to the developers. Current development processes may not 
be well suited to the new way of developing software. Specialized 
platforms may also not offer as wide range of tools that support 
software development as standard platforms do. These issues may 
result in low productivity for initial software development on such a 
platform. In Paper I we have described such a situation. We have 
identified a factor of four difference between productivity on a standard 
(Unix) and specialized platform. Our study was performed just after the 
new technology was introduced. We identified a staff competence 
level, as well as organization and platform immaturity to be the main 
reasons for low productivity. In this paper, we present a follow-up 
study to the work presented in Paper I. In this study we analyze and 
quantify the change over time of the software development productivity 
on the specialized platform. The main methods used are historical data 
research and interviews with experts. 
 
Our case study is based on two large industrial projects at Ericsson, in 
which the new specialized platform was used.  From now on we call 
them Project A and Project B. To observe the impact of time on the 
development productivity we selected the projects such that there is a 
difference of approximately three years between the start of Project A 
and Project B. Project A was the first project, in which the new 
platform was introduced. Project B is a project that has recently been 
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finished. Therefore, it represents the most recent development stage. 
Both projects are large (over 100 KSLOC, 20-50 person years) and 
both resulted in commercially available systems. The systems examined 
in our study co-operate within the same solution that operates in the 
service layer of the mobile telephony network. In Project A the entire 
development was done in C++; in Project B 75% of the code was 
written in Java, and 25% in C++. Analysis and design of both systems 
was performed using similar methods, which were typical methods for 
the organization, in which the system was developed.   
 
The goal of this study is to investigate which initial problems 
experienced by the developers have been overcome and which remain. 
Such an analysis can not only help in better productivity predictions 
when a new technology is introduced, but also makes it possible to 
suggest improvements to the technology adoption process. When 
planning the study we formulated the following research questions: 
 

- What is the difference in productivity between the initial and the 
subsequent development? To answer this question we compare 
the productivity on Project A and Project B.   

- What caused the difference? We identify the factors that 
affected productivity in Project B and compare them with the 
factors that influenced productivity in Project A. We analyse 
which productivity bottlenecks disappeared in Project B and 
identify the underlying reasons. We also investigate what issues 
are currently hindering productivity of software development.   

- How can the productivity improvement be accelerated? By 
analysing the problems that have disappeared with time we 
suggest improvements to the process of introducing a new 
technology.  

2. Related work 
 
The change of productivity, or more generally, the change of cost with 
time, is a well recognized and described economical phenomenon. In 
the literature it is presented under numerous terms, e.g.: 
 

-  “economies of scale”, which states that the more units that are 
produced the lower is the cost of a single unit. This can be 
partially attributed to better experience and learning process of 
the producer 

- “learning curve” – described by Wright [38]. It states that the 
unitary cost of production decreases with time 
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- “experience curve” – described by Henderson [9]. According to 
the experience curve theory the production cost is decreasing 
when experience is gained 

 
A lot of work has been done on building models for predicting the 
productivity or cost changes with time. A good overview of the work 
related to the learning curve can be found in [2, 37, 40]. In this study 
we are, however, more interested in understanding why the effect 
presumably takes place and not in building a prediction model. In [2, 
15] a list of possible sources of the learning/experience effect can be 
found. These are [2]: tools, methods, product design changes, 
management, volume change, quality, incentive pay and operator 
learning. Even though this list was not defined for software 
development it seems obvious that the issues presented there also affect 
software development productivity.   
 
Many researchers have observed, documented and tried to solve the 
productivity problem when adopting a new technology [16, 18, 23, 25, 
28, 36]. Most researchers agree that some of the initial productivity 
problems fade away with time due to growing experience and maturity 
of the organization. The question of how to make that time as short as 
possible remains unanswered.  In  [16] Edmondson et al. stress the 
importance of having the knowledge about the new technology 
codified. The more the knowledge about the new technology is tacit, 
the bigger the problem is to introduce it seamlessly. Fisher and 
Wesolkowski [18] present another view of the initial knowledge 
problem. It might be extremely difficult to increase the competence 
level of the staff if the staff does not want it. Harvey et al. [23] 
analysed 100 companies to find out how the companies that 
successfully adopted new technologies differed from the others. One of 
their findings was the important role of management. The importance 
of management’s role in facilitating the process of new technology 
adoption is also stressed by Vaneman and Triantis [36].  
 
The topic of productivity has also been discussed specifically in the 
context of software development. Productivity issues are often referred 
to when discussing delays in software deliveries [6, 7, 35]. Blackburn 
and Scudder [6] identified a number of factors that reduce the 
development time. Improvement of productivity is a way to decrease 
the development time. The authors examined data from 40 different 
projects. Reuse of code was the most promising technique for 
development-time reduction. The authors also discuss prototyping, the 
quality of requirement specification, the use of modern tools and 
management role as factors that directly impact development 
productivity. 
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3. Platform presentation 
 
The specialized platform, which we evaluate in this study is used in 
real-time, high availability telecommunication applications. Developing 
such applications requires meeting a number of contradicting 
requirements. Achieving high availability is always connected with 
introducing redundancy into a system. Each vital piece of hardware or 
data must be replicated to assure a continuous operation of the system 
in case of failure. To ensure consistency between different data replicas 
an extensive updating communication is often required. This 
communication, however, usually affects the performance of the entire 
system negatively. This is a problem, because real-time systems used in 
telecommunications often face strict performance requirements. 
Therefore, a lot of work has been put into constructing platforms that 
make it easier to develop efficient high availability telecommunication 
systems.   
 
Typically, such platforms are either hardware or software based.  
Hardware based solutions, e.g., [4, 27] usually involve proprietary 
hardware (e.g., triplicated processors [27]) which makes them very 
expensive. Software based solutions overcome this problem by 
operating on standard or existing hardware. The platform we discuss in 
this study is an example of a software based solution. 

 
A hardware configuration of the platform comprises (See figure 1) 
 

- Up to 40 traffic processors that process pay-load  
- Two I/O processors responsible for the external communication 

and  maintenance 
- Two Ethernet switches and two separate interconnections via 

Ethernet networks 
 
The platform offers standard interfaces (APIs) for Java and C++ but the 
programming model is unique. The main execution unit is a process. 
There are two types of processes, static ones that are always running 
and dynamic ones that are created and destroyed on demand. The 
platform provides an in-memory database. The basic units of storage 
are database objects. The inter-process communication is done by 
dialogue objects or globally accessible database objects. Dialogue 
objects are used for message passing communication (Figure 2). In the 
communicating processes two corresponding Dialogue type objects 
have to be created. They exchange messages using a built-in 
mechanism provided by the platform. 
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Figure 1. Specialized platform 

 
 
Database objects can be accessed by any process running on the 
platform. Therefore, they can be used to implement a shared-memory 
communication model (see Figure 3). 

Figure 2. Inter-process communication using dialogue objects 

 
 
To assure an efficient load balance, the programmer has a set of 
methods for allocating database objects and processes to processor 
pools, i.e. sets of traffic processors on which database objects and 
processes may operate. The load balancing within a pool is done by the 
platform itself. 
 
To facilitate the programming of the highly available systems, every 
process or database object is automatically replicated on two different 
machines in the cluster – a failure of one of them does not affect the 
correct operation of the entire system. The platform also has built-in 
features that allow for online upgrades of the applications.   
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Figure 3. Inter-process communication using database objects.  

 

4. Productivity in the early software development  
 
In the previous study (see Paper I), we have identified and analyzed the 
issues that affect the initial productivity of software development on the 
specialized platform. We have found that delivering equivalent 
functionality on the specialized platform takes four times longer 
compared to a standard Unix platform, i.e., the functionality 
development rate was four times as high on Unix as it was on the new 
platform. We have decomposed this factor of four into two factors (see 
Figure 4):  
 

- the code was written twice as slow  
- on average there was twice as much code per functionality. 

Figure 4.  Decomposition of productivity problem in early software development on 
the new platform 

 
 
 

To explain the difference in code delivery rate we performed interviews 
with 20 designers. The interviews resulted in a list of productivity 
bottlenecks that affect code delivery rate. The importance of each 
individual issue was later quantified by the interviewees using the AHP 
[33] method. The final list is presented in Table 1. 
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Table 1. Issues affecting coding speed in early software development on the new 
platform – prioritization 

Bottleneck Importance 
Staff competence level 22% 
Unstable requirements 16% 
Not enough experience sharing and training 
activities 

13% 

Quality of platform’s documentation 10% 
Runtime quality of the platform 10% 
Too much control in development process  9% 
Too optimistic planning, too big scope of projects 8% 
Lack of target platform in the design phase 7% 
Platform interface stability (API) 5% 

 
Surprisingly for us, the platform quality issues were not ranked as the 
most important. The respondents generally rated issues connected with 
the individual competence level as affecting productivity the most. The 
project also suffered from the problem of unstable requirements, which, 
however, happened partially due to low productivity. The low 
productivity resulted in longer lead-time. Projects with long lead-time 
are usually more prone to change of market demands. 
 
The second issue affecting low functionality development rate, the high 
amount of code per functionality, was explained by analyzing the 
project structure. We found that the issue affecting it most was the lack 
of libraries or components for typical purposes, like communication 
protocols. Such libraries are available for standard platforms but were 
not available for the specialized one. 

5. Method 
 
In this section we present the methods used in the study. Each 
subsection of this section has a corresponding subsection in Section 0, 
where the results are presented. 

5.1 Productivity measurement 
 
Traditionally, the productivity is defined as a ratio of output units 
produced per unit of input effort  [1]. The input effort is usually defined 
as the sum of all resources that were used to produce the output. In 
software development, the biggest part of the production cost is the cost 
of work. Therefore, we selected person hours as the input effort metric.  
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Two perspectives of measuring the output product by system size can 
be identified: 
 

- Internal viewpoint (developer’s perspective) – describes the 
amount of code that must be produced to complete the system. 

- External viewpoint (customer’s perspective) – refers to the 
amount of functionality provided by the system. 

 
The internal point of view metrics measure the actual length of the 
code. A typical unit of the internal size is number of source lines of 
code (SLOC) - e.g., [6, 7, 30, 39].  Therefore, the measurement of 
productivity from an internal point of view describes the code delivery 
rate.  
 
An often mentioned weakness of measuring system size using SLOC is 
that the result depends on coding style - one programmer can write a 
statement in one line while another can spread it across a number of 
lines. To check this, the ratio of code lines per statement was calculated 
for both projects. This metric should, to a certain extent, assure that the 
coding style was similar in both projects. 
 
The external viewpoint metrics measure the functionality. The 
measurement of productivity from an external perspective describes the 
rate of functionality development. In the study, instead of measuring, 
we decided to estimate the ratio of functional sizes of both systems. 
Since expert judgement is considered as an acceptable way of 
performing estimations [8, 26, 34], we used it for comparing the 
functionality of systems. Due to the fact that both systems under study 
co-operate within the same larger system and that they provide 
complementary functionality of similar complexity, it turned out to be 
very easy for our experts to reach consensus when it comes to 
comparison of amount of functionality provided by both systems. 
 
The following data concerning the size of projects were collected: 

- Number of person hours spent on each project (Hour) – only the 
development phase of the project was taken into account 
(design, implementation, testing). Person hours include 
designers, testers and managers work hours. 

- Number of code lines in each project (SLOC) - we counted only 
lines with code, comments and blank lines were not counted.  

- SLOC/ statement ratios in both projects 
- The amount of functionality in Project B divided by the amount 

of functionality in Project A (FUNC) – an expert estimation. 
The estimation was made by six experts during a consensus 
meeting.      
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5.2 Quality aspects 
 
In [12], Chambers noticed that a new technology is introduced to either 
improve product quality or manufacturing efficiency (productivity). 
Therefore, the productivity can only be “interpreted in context of 
overall quality of the product” [1]. Two products may deliver the same 
functionality but capabilities other than functional (e.g., performance, 
reliability, availability, modifiability, usability, etc.) can make one 
product better from some perspective. Such characteristics do not come 
for free and therefore differences in any aspect of quality may possibly 
explain the difference in productivity. Lower development productivity 
can be the price for higher product quality. Therefore, in this study, 
quality aspects were kept in mind when evaluating productivity. 
 
We considered the following factors that may impact productivity: 

- design quality – the quality of application design and the quality 
of code produced. Different aspects of design may have impact 
on the fault-proneness of the code [3, 10, 11], or the 
modifiability [22] of the system, or even the productivity [13]. 

- final product quality – the quality actually achieved in the final 
application. An example of such qualities may be non-functional 
requirements. Strict non-functional requirements (e.g., security, 
high availability, performance) can be the important cost driver 
and can therefore account for a high development cost. 

- quality of development process – different quality assurance 
activities often account for a large part of the project budget 
(e.g., [11]). They are usually seen as an effective but expensive 
way of improving quality (e.g., [5, 32]). Therefore, we consider 
it important to capture the differences between processes in both 
projects; as such differences may explain the differences in 
productivity.      

 
Our assessment of  the design quality was based on metrics, for which 
there are indications (e.g., [3, 10, 13, 17]) that they may have impact on 
quality: 

- McCabe Cyclomatic Complexity (MCC) [31]. This metric 
measures the number of linearly independents paths through the 
function. According to [19] “Overly complex modules are more 
prone to error, are harder to understand, are harder to test, and 
are harder to modify.” 

- Lack of Cohesion (LC) [14]. It measures “how closely the local 
methods are related to the local instance variables in the class” 
[17]. The idea is to measure to what extent the class is a single 
abstraction.  In [13] Chidamber et al. showed that high values of 
the Lack of Cohesion metric have negative impact on 
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productivity. In this study we counted LC using a method 
suggested by Graham [20, 24] which gives normalized values of 
LC (0%-100%). We considered normalized values more 
applicable for comparison purposes.  

- Coupling (Coup) [14], the metric measures the number of 
classes the class is coupled to. This metric makes it possible to 
assess the independence of the class. High levels of coupling are 
recognized as a factor negatively influencing productivity [13] 
and fault proneness [3, 10]. 

- Depth of Inheritance Tree (DIT) [14], measures how deep in the 
inheritance hierarchy the class is. According to [14] high DIT 
values result in higher complexity and make prediction of class 
behaviour more difficult. In [22] Harrison at al. found that 
systems with inheritance are more difficult to modify. In [3] 
Basili at al. showed that there is a relation between DIT and the 
fault proneness of the class. The same conclusion was reached 
by Cartwright and Shepperd in [11].  

- Number of Children (NC) [14] is defined as “the number of 
immediate subclasses subordinated to a class in the class 
hierarchy” [14]. In [14], the authors claim that classes with a 
huge number of subclasses have potentially bigger impact on the 
whole design and therefore they require more testing (since their 
errors are propagated). In [11], Cartwright and Shepperd showed 
that there is a relation between inheritance and fault proneness – 
classes that were involved in inheritance had higher fault 
densities. 

 
Other quality aspects, like the quality of the final product or the quality 
of the development process are difficult to quantify. Therefore, the 
opinions about both of them were collected during the workshop in 
which developers involved in both projects took part. The quality of the 
final product was assessed mainly by comparing the non-functional 
requirements put on the systems.  The development process quality 
discussions focused on the amount of quality assurance activities, like 
testing, inspections, or the level of detail in project documentation.  

5.3 Explaining productivity differences 
 
To identify and explain the issues that could affect the change of 
productivity we organized a workshop to which we invited six experts 
from the organization where both systems were developed. Before the 
discussion we created a list of possible factors that could affect 
productivity. The list was created based on literature review ([2, 6, 7, 
15] – see the “Related work” section) and our experiences from the 
previous study (see Paper I). We have identified the following factors: 
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- Competence level – this factor corresponds directly to the 
“operator learning” factor from [2]. The increase of competence 
due to experience or additional training could affect the 
productivity change.  It can also be so that only the more 
experienced developers were involved in one of the projects. 

- Methods and tools – these factors are taken directly from [2]. 
The introduction of new technologies, development methods, or 
tools can affect productivity.  

- Volume change – a factor that also comes from [2]. The project 
complexity grows with size but, on the other hand, in big 
projects we can experience an “effect-of-scale” (see Section 0). 
An inappropriate scope of the project and size of the staff can 
affect the productivity negatively.   

- Quality – a factor mentioned in [2]. As we have discussed in the 
“Quality aspects” section (see Section 5.2) different quality 
aspects can impact productivity. Heavy quality assurance or 
strong non-functional requirements are examples of quality 
issues affecting productivity. 

- Design –  a factor from [2]. Some fundamental differences in the 
system architecture can impact productivity.  

- Management – the impact of management on productivity is a 
widely recognized issue [2, 36] 

- Chain effects – as chain effects we understand issues that, 
although external to an organization, have an impact on its 
productivity. The project can benefit from improvements outside 
the project, e.g., the platform may improve or the input to the 
project (requirements) may be better defined and more stable. 

- Code reuse – Reuse is considered an important factor 
influencing productivity [6].  

 
Based on the factors presented above, the experts discussed the issues 
that affected productivity in Project B. By combining the new findings 
with the list of productivity bottlenecks from Project A (see Section 0) 
we created a list of issues that had impact on productivity in the 
software development on the specialized platform. We asked the 
experts to compare the impact on productivity of each issue in Project 
B with its impact on productivity in Project A. In this way we analysed 
the importance of the productivity bottlenecks in initial and subsequent 
software development.  
 
Apart from explaining the productivity difference we were also 
interested in the experts’ opinions concerning the methods of 
overcoming both the initial and current productivity problems.  
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6. Results 
 
Due to the agreement with our industrial partner the measurement 
results are presented as [Project B / Project A] ratios. No results 
concerning size or effort have been presented as absolute values. 

6.1 Productivity measurements 
 
The results of the size and the effort measurements taken on both 
projects are summarized in Table 2. The table presents relative values 
only. 

Table 2. Project size and effort ratios  

Metric Project B/Project A 
Code lines (SLOC) 0.34 
Functional size (FUNC) 1 
Person hours (Hour) 0.24 

 
The measurements show that there is approximately 3 times as much 
code in Project A as in Project B. The experts estimated that both 
projects provide approximately the same amount of functionality. This 
means that in Project B the same amount of functionality was delivered 
using only 34% of the code.  The development effort in Project A was 
about four times as high as in Project B. 
 
To check if a similar coding style was used in both projects, the 
average number of code lines/language statement was calculated for 
both projects. It turned out to be similar. For Project A it was 2,42 
lines/statement, while for Project B it was 2,46 lines/statement. 
Therefore, we considered code lines comparable between both projects.  
 
From the information about size and effort the development 
productivity ratios were calculated. The results are presented in Table 
3.  

Table 3. Productivity ratios 

Metric Project B / Project A 
SLOC/Hour 1.41 
FUNC/Hour 4.16 
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The code delivery rate has increased by about 41% from Project A to 
Project B. In Project B, the functionality was delivered over four times 
as fast as in Project A.  

6.2 Quality aspects 
 
To compare the design quality in both systems a number of 
measurements (described in Section 0) were done. Each metric was 
analyzed separately. All the measurements were done either at the 
function or at the class level. For each metric we present mean, median, 
standard deviation and minimal and maximal values obtained. This way 
of describing measurements was used in [3]. We also present 
histograms describing the percentage of the entities (classes, functions) 
in the system that have a certain value of the metric. Since it is 
sometimes difficult to assess if the obtained values are typical or not, 
wherever possible we add a column of corresponding values from the 
study described in [3]. Other examples of such values can be found in 
[10, 13, 14, 29]. We selected values from [3] for comparison purposes 
because the measurements there were taken on a relatively large 
project, which is similar to our study. 
 
The first metric applied was McCabe Complexity. The results were 
obtained on the function level and are presented in Table 4.  

Table 4. McCabe complexity 

 Project A Project B 
Mean 2.5 2.45 
Median 1 1 
Maximum 96 73 
Minimum 1 1 
Std. deviation 5.0 4.4 

 
According to [31], the McCabe Complexity of the function should not 
be higher then 10, otherwise the function is difficult to test. We 
examined the data from that perspective (see Table 4). 
 
In both projects the vast majority of the functions (97% in Project A 
and 97% in Project B) have complexity below 10 and therefore we 
consider both projects similar from that perspective. The remaining 
measurements gave results on the class level 
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Figure 5. McCabe Complexity - distribution 
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The second metric applied was Lack of Cohesion. The results are 
summarized in Table 5. 

Table 5. Lack of Cohesion 

 Project A Project B 
Mean 46.8 50.2 
Median 57 56 
Maximum 100 100 
Minimum 0 0 
Std. deviation 37.4 31.97 

 
The distribution of LC values between classes of both systems is 
presented in Figure 6. We can observe that trends in distribution are 
similar in both systems. Mean and median values are also similar. 
Therefore we consider both systems similar from a Lack of Cohesion 
viewpoint. 

Figure 6. Lack of Cohesion - distribution 
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The next metric applied was Coupling. The results are summarized in 
Table 6. 

Table 6. Coupling 

 Project A Project B Ref.[3] 
Mean 5.1 4.6 6.80 
Median 3 5 5 
Maximum 35 37 30 
Minimum 0 0 0 
Std. dev. 5.7 4.4 7.56 

 
The distribution of Coupling values in the project classes is presented 
in Figure 7. 

Figure 7. Coupling – distribution 
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We consider the distribution of coupling values similar for both 
projects.  
 
The application of the Depth of Inheritance Tree metric gave results 
presented in Table 7. 

Table 7. Depth of Inheritance 

 Project A Project B Ref.[3] 
Mean 0,78 1.85 1.32 
Median 1 1 0 
Maximum 3 4 9 
Minimum 0 0 0 
Std. dev. 0.7 1 1.99 
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The distribution of DIT values is presented in Figure 8. 

Figure 8. Depth of Inheritance - distribution  
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The mean values of DIT (see Table 7) indicate that in Project B there 
are more classes involved in inheritance structures than in Project A. 
From Figure 8 we can see that the percentages of classes with depth of 
inheritance equal 1 or 2 are similar in both projects. The difference in 
mean value is caused by about 30% of the classes that in Project B have 
inheritance depth equal 3, while in Project A their depth of inheritance 
is equal to 0. According to some studies ([3, 11, 22]) inheritance 
increases fault-proneness of the classes and makes the classes more 
difficult to modify (see Section 5.2 for details concerning these 
studies). Therefore, we further investigated the issue of higher average 
inheritance in Project B. According to our experts, the higher mean 
value of DIT in Project B can be explained by the use of Java for a 
large part of implementation in Project B. The experts say that it is 
more typical in Java than in C++ to inherit from some predefined 
classes. We investigated this and we found that in Project B all classes 
with DIT higher than 1 are indeed Java classes. 
 
The last metric applied was Number of Children (NoC). The results are 
summarized in Table 8. 

Table 8. Number of Children 

 Project 
A 

Project B Ref.[3] 

Mean 0.19 0.014 0.23 
Median 0 0 0 
Maximum 9 2 13 
Minimum 0 0 0 
Std. dev. 0.9 0.15 1.54 
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The distribution of NoC values is presented in Figure 9.  

Figure 9. Number of Children – distribution 
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As can be seen in Figure 9 over 90% of classes in both projects have 
NoC equal to 0. Since the distribution is almost identical we consider 
both projects similar from NoC perspective. 

 
After analyzing all the measurements we can not observe any major 
differences in design quality metrics between the two projects. 
Therefore, we consider the design quality similar in both projects.  
 
The remaining two quality aspects, the product and the process quality, 
were assessed during the workshop with experts. According to them, 
the non-functional requirements put on both projects were rather 
similar. There was a difference, however, when it comes to the 
processes, especially the quality assurance processes. The experts 
shared the opinion that in Project B the processes were not as heavy as 
in Project A. The heavy processes in Project A were seen as a way to 
assure quality in the initial development on the new platform. In Project 
B, due to more experience with the platform, the amount of time spent 
on, e.g., inspections could be reduced to a more appropriate level. The 
experts agreed that lighter quality assurance processes contributed 
positively to productivity without affecting quality negatively. It can be 
considered an argument for a higher competence level of the staff in 
Project B – even though the quality assurance was not as extensive as 
in Project A, due to higher competence the quality achieved was 
similar.  
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6.3 Explaining productivity differences 
 
To explain the difference in productivity we organized a workshop with 
experts. The experts discussed the issues that affected (both positively 
and negatively) the productivity in Project B. The discussion was based 
on the list of factors that influence productivity in software projects 
(see Section 0 for details regarding these factors). The findings are 
presented below: 

- Competence – the competence level was perceived as a factor 
that contributed positively to productivity in Project B. 
According to experts, the experience and knowledge of the 
platform was significantly higher in Project B compared to 
Project A. 

- Design – the design of both projects was similar.  
- Tools and methods – one difference between both projects was 

that in Project B a large part of the code (approximately 75%) 
was developed in Java. According to the experts this should 
affect productivity positively. The reasons were: 

• more libraries and components were available for Java 
than for C++ in their application domain 

• Java designers used a modern Integrated Development 
Environment (IDE)  that offered better tool support 
compared to the C++ environment used 

- Volume – the scope of Project B was more appropriate and 
manageable but could have been better defined in the beginning 

- Quality – the quality was discussed thoroughly in Section 0. The 
main difference between the projects was a more appropriate 
level of quality assurance activities in Project B, which should 
contribute positively to productivity. 

- Value chain effects – here the experts focused mostly on two 
issues: the stability of the requirements and the platform quality. 
According to them the requirements were equally unstable in 
both projects, which affected productivity negatively. As far as 
platform quality was concerned, the experts agreed that it had 
improved significantly from the time when Project B was 
developed. However, they missed tools like debuggers and 
profilers. They would also appreciate more advanced database 
support. 

- Management – the experts agree that the management work was 
more flexible in Project B, which contributed positively to 
productivity. 

- Code reuse – in Project B there were components that were 
taken directly from one of the previous projects. We have 
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investigated that issue and we have measured the amount of 
code in the reused components. We found out that for each line 
of code written in Project B there was one line reused. The 
reused lines were not calculated in our measurements presented 
in Table 2 and therefore did not affect our code delivery rate 
measurement in Project B. They contributed only to the high 
Functionality/SLOC in Project B. 

 
Further during the workshop, we presented the experts with the ranking 
of the issues that were identified as productivity bottlenecks in Project 
A. The identification and prioritization of issues that affected 
productivity in Project A was presented by us in Paper I (for a summary 
of findings from this study, including the list of identified productivity 
bottlenecks, see Section 0). We asked the experts to compare the 
impact of those issues on productivity in the initial and in the 
subsequent software development. We also asked them to assess the 
impact of the productivity bottlenecks that were identified in Project B. 
The results of the assessment are presented in Table 9. 

Table 9. Impact of the bottlenecks on productivity in initial and subsequent 
development – a comparison 

Productivity bottleneck  Impact in 
initial 

development 

Impact in 
subsequent 

development 
Staff competence level large not a 

bottleneck 
Unstable requirements large large 
Not enough experience sharing 
and training activities 

large not a 
bottleneck 

Quality of platform’s 
documentation 

average average 

Runtime quality of the platform average not a 
bottleneck 

Too much control in 
development process  

average not a 
bottleneck 

Too optimistic planning, too 
big scope of projects 

average average 

Lack of target platform in the 
design phase 

small not a 
bottleneck 

Platform interface stability 
(API) 

small not a 
bottleneck 

Lack of programming tools for 
the specialized  platform  

not a 
bottleneck 

large 
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By comparing the impact in the initial and in the subsequent 
development we can see that from the issues that had high negative 
impact on productivity in the initial development only “Unstable 
requirements” is ranked equally high. The issues connected with the 
competence level and the platform shortcomings that were ranked high 
as bottlenecks in Project A received much less attention in Project B. 
However, there is a new issue, “Lack of tools”, which was not 
recognized as a problem in initial development but has a significant 
impact on the productivity in the subsequent one. The experts shared 
the opinion that the productivity would be higher if they had more 
advanced programming tools, like Integrated Development 
Environment (IDE) for C++, better debuggers, profilers, and more 
advanced database support.  

7. Discussion 

7.1 Difference in productivity  
 
By measuring productivity we have established the current level of the 
software development productivity on the new platform. We have 
identified a factor of four difference in the productivity measured from 
an external perspective between the initial and the subsequent software 
development on the new platform. This means that currently the 
organization is four times as efficient, when it comes to delivering 
functionality. We have decomposed this as a result of two factors (see 
Figure 10): 

- Code delivery rate. In Project B there was approximately 41% 
more code delivered per unit of time. 

- Functionality/SLOC.  In Project A the average number of code 
lines per functionality was almost three times as high as in 
Project B.   

Figure 10. Productivity difference – decomposition 
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The reasons for higher code delivery rate were investigated during the 
workshop. According to the experts, the increase in code delivery rate 
was an effect of (see Section 0): 

- Higher competence level – better knowledge of the platform, 
and much more experience of the staff 

- Better tools – the development environment (IDE for Java) used 
in a large part of the project, the improved stability of the 
platform   

- Better work organization - lighter processes (partially due to 
higher competence), better and more flexible management 

 
However, the largest part of the productivity improvement can be 
attributed to the high Functionality/SLOC value in Project B (almost a 
factor of three difference – see Figure 10).  According to the experts, 
there were two major reasons for having so high Functionality/SLOC 
value in Project B: 

- Code reuse. For each line written there was one line reused in 
Project B.  

- The use of Java as programming language. Compared to C++, 
Java offered better support for the developers in terms of 
available libraries for typical functionalities (e.g., for graphical 
user interface implementation). 

 
According to the experts, the use of Java was one of the factors that 
affected the high Functionality/SLOC value. We have quantified the 
impact of Java by performing an exercise in which we excluded the 
impact of code reuse on Functionality/SLOC value. We assumed that 
the remaining gain is attributed to the use of Java. 
 
We know that in Project A there were 2.95 times as many lines to 
provide the same functionality as in Project B (see Figure 10). We also 
know that for each line written there was one line reused in Project B. 
The reused lines were not counted when measuring the project size. If 
we include the reused code in Project B, it would double its size and 
thus would decrease the difference in Functionality/SLOC between 
both projects by half – from 2.95 to 1.475. The experts think that this 
1.475 overall increase was gained due to the use of Java. Java code 
accounted for only 75% of the code in Project B. The productivity gain, 
with respect to different programming languages, can be calculated by 
solving following equation (1): 
 

0.25·ProdC++ + 0.75·ProdJava = 1.475      (1) 
 

We assume the same C++ productivity (in terms of 
Functionality/SLOC) in both projects, which means that ProdC++ = 1 (as 
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it was in Project A).  Therefore, ProdJava = 1.63. This means that on 
average Java was able to deliver approximately 63% more functionality 
from a line of code. This is of course a very rough estimation, but it 
seems to support the opinions of our experts.  

7.2 Productivity improvement 
 
In the study, we investigated which of the initial productivity 
bottlenecks disappeared with time, as well as what issues are hindering 
productivity in current software development on the specialized 
platform. By analysing which of the issues tend to disappear with time 
we can suggest improvements to the process of introducing a platform 
that would make the learning time as short as possible. Identification of 
current productivity bottlenecks can help improving the productivity of 
mature software development, e.g., by suggesting certain platform 
improvements.  
 
To find out the differences between initial and subsequent development 
we look at the bottlenecks identified in both projects through the 
general classification of productivity bottlenecks presented in [21]. In 
[21], Hantos and Gisbert divide productivity bottleneck origins into: 

- People – issues connected with the competence level of people 
involved in the development process 

- Processes – issues connected with the work organization 
characteristics 

- Technology – issues connected with the technology used 
 
In the initial development on the specialized platform the competence 
issues were ranked as the ones most affecting productivity. The 
platform issues that were mentioned mostly concerned the platform’s 
quality and the API stability issues. The functionality of the platform 
and the tool support it offers were not questioned at that time. 
 
Currently, it seems as if the focus has changed. The designers are much 
more confident since they managed to overcome the initial learning 
threshold. They can see certain shortcomings of the platform and they 
start to express their expectations concerning the platform. According 
to them, to improve their current productivity they need better, more 
modern tools. 
 
Ironically, even though the platform is now seen as the major 
productivity bottleneck, it seems that it has improved significantly. 
According to our experts most of the issues reported as platform-related 
productivity bottlenecks in Project A are fixed now. The API is stable, 
there are no complaints regarding the runtime quality. Apparently, the 
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platform producer focused on solving the problems instead of 
developing new features, which sounds like a reasonable thing to do. 
Currently, however, the focus should be put on making the platform 
more usable by providing better and more modern tools, like a modern 
Integrated Development Environment (IDE) with a debugger and a 
profiler. Also the platform documentation should be improved. 
 
We can also notice that different work organization- and management-
related productivity bottlenecks were ranked as less important now than 
before. Apparently, the organization adapted work processes to the new 
platform. For example, the level of quality assurance activities was 
adjusted - now it is as effective as before but less time consuming. It 
was possible due to higher staff competence –extensive quality 
assurance was not as necessary as in the beginning.  
 
As we see it now, the quality shortcomings of the platform could have 
contributed to long initial learning of the developers. Even though the 
platform quality problems seem to have been overcome now, the 
specific programming model and problems with documentation can still 
make the learning process time consuming. Therefore, in order to make 
it shorter, the competence development activities, which we suggested 
in Paper I seem to be valid : 

- Good introduction process - The introduction process would 
familiarize the staff with the new technology and minimize the 
overhead connected with learning.  

- Continuous skills development processes – e.g., an advanced 
course on programming for the platform, seminars, meetings and 
technical discussions would give the developers a chance to 
share experiences and spread knowledge among team members. 
It is especially important now, because there are a number of 
experienced developers that can share their knowledge and 
expertise with the new team members. 

- Better management of company knowledge 
• Set of patterns - set of easily applicable solutions to 

the common problems.  
• Better documentation of the problems encountered 

would help to avoid making the same mistakes in the 
future. 

 
The organization, in which we conducted the study, has learned a lot 
about introducing new platforms from Project A. They have adopted 
guidelines that suggest a limited scope and a limited number of staff 
when first projects on such new platforms are conducted. When a core 
group of specialists gain experience, projects can become bigger and 
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new development team members can be added. In such a way, it is 
possible to build competence with a minimal impact on productivity. 
 
Even though it may seem that the productivity has reached the level of 
Unix productivity (see Section 0) it is not entirely true. In Project B the 
productivity was gained mostly because of code reuse. If, instead of 
reusing, the code had to be developed, the productivity would decrease 
by half.  That would make the Unix platform still twice as productive 
when it comes to delivering functionality. One problem is that code 
delivery rate is still 30% lower compared to the Unix platform. 
Therefore, we believe it is very important to focus on code delivery rate 
related improvements now, like the adaptation of modern programming 
tools (e.g., IDE) for the platform. Another issue is lack of libraries for 
typical functionalities (e.g., communication protocols), which are 
available for standard platforms (like Unix). 

7.3 Lessons learned 
 
We believe that some general lessons can be learned from our study.  It 
seems very likely that any organization that decides to change a 
technology from a standard and well-known one to a very specialized 
one will face similar problems to those that we have identified in our 
study.  The impact of individual issues may differ because they largely 
depend on the characteristics of the organization and the products that 
are developed. Also the degree of productivity decrease when a new 
technology is introduced depends very much on the individual settings. 
However, it seems reasonable to assume that some initial productivity 
decrease is difficult to avoid. 
 
As a major issue impacting initial productivity we found the 
competence level among the staff. This issue is probably the most 
important when the introduced technology is very specialized. Such 
technologies, as opposed to standard ones, are usually not well-known 
and therefore require some time to be explored and mastered. If, like in 
our case, the technology has some unique characteristics (e.g., 
programming model), the learning curve can be very steep. Therefore, 
it is very important to provide good training opportunities, as well as 
good sources of information regarding the new technology to the staff. 
Such investments are likely to pay back in faster productivity increase.  
 
Another issue that should be considered is the scope of initial projects 
done using the new technology. Initial projects are prone to delays, 
mostly because of low competence of the staff. Moreover, to 
compensate for low experience, the number of quality assurance 
activities is often increased, which makes projects even longer. In case 
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of telecommunication systems, long projects are very prone to change 
requests, caused by changing market demands. This may delay projects 
even more. Therefore, the scope of initial projects, in which the new 
technology is used, should be small. 
 
The new technology related competence of the staff will increase with 
experience. This is the time when the staff is most likely to start 
discovering different shortcomings of the new technology.  If the 
technology is very specialized it might share many of the problems we 
have identified in this study. As such technologies are usually 
addressed to a limited number of customers; they may miss many add-
ons typically available for standard, widely used platforms. Such add-
ons may include debuggers, profilers, CASE tools, and other tools that 
largely facilitate software development. Therefore, before a new 
technology is introduced, it is recommended to investigate the need for 
such tools and their availability. This issue may not appear as a 
problem in the initial development but may become a serious 
productivity bottleneck when developers become more experienced.  

8. Conclusions 
 
The purpose of this study was to assess the impact of experience and 
maturity on the productivity in software development on a specialized, 
high availability platform. To achieve that, we have quantified the 
productivity and identified the productivity bottlenecks in initial and 
subsequent development on the platform. By analyzing the differences 
between them we have quantified the productivity change and 
described its sources. Finally, we have suggested improvement methods 
both for the process of introducing a platform and for the mature 
software development on the specialized platform.  
 
The measurement of productivity from a functional perspective 
revealed a factor of four difference between initial and subsequent 
software development. We explain this by two factors. Firstly, in the 
subsequent development the code was delivered 41% faster. Secondly, 
in the initial project there was on average almost three times as much 
code per functionality as in the subsequent one.  
 
The higher code delivery rate was achieved mostly because of a higher 
competence level, better tools and better work organization in the later 
project. The smaller amount of code necessary to deliver a functionality 
was a result of code reuse and the use of Java as a programming 
language. The code reuse increased the productivity in the project 
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representing subsequent development by the factor of two. Java 
provided about 63% more functionality per code line compared to C++. 
 
For both projects we investigated how the productivity was affected by 
different quality aspects. As far as design quality or non-functional 
requirements are concerned, we did not detect any major differences 
between the projects. The only difference concerned the quality of the 
software development process. In the initial development the quality 
assurance processes were rather heavy. Because of higher competence 
of the staff in the subsequent development they could be lighter and 
still equally effective. 
 
The findings show that in initial development, the competence is the 
biggest problem. Therefore, we have suggested a number of 
competence development activities that can be applied when a new 
technology is introduced. These activities should accelerate the learning 
process and allow significant savings due to increased productivity. 
They are especially important in case of very specialized technologies 
with a steep learning curve, like the platform presented in this study. 
 
When certain experience is gained, issues other than staff competence 
come into play. In the case presented, we found that additional 
improvements of the platform are necessary to further improve 
productivity of software development. The improvement suggestions 
mostly concern programming tools that should be available to the 
developers. 
 
The lack of convenient tools can be seen as a consequence of 
introducing a very specialized platform. Such platforms, due to the 
limited number of potential users, are likely to lack tools that are 
available for standard, widely used platforms. Considering that among 
those there are debuggers, profilers or CASE tools the impact of their 
absence can be substantial. 
 
The large role (a factor of two) of code reuse in productivity 
improvement proves that it is a very efficient way of decreasing a 
project’s cost. Therefore, developing code with its possible reuse in 
mind is a good investment that can bring significant savings in future 
projects.  
 
As a concluding remark, we would like to point out certain limitations 
connected with productivity evaluations. A precise software 
development productivity assessment is a difficult, if not impossible 
task. As the main reason for this we see the lack of common 
understanding of what the actual product of the development is. It is 
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difficult to quantify and compare the functionality of two software 
systems, but it is even more difficult to compare their quality. The 
number of different aspects of software quality mentioned in literature 
is large and still increasing. Not all quality aspects have assigned 
metrics, which enable their quantification. Many of the quality aspects 
are very subjective. Therefore, any case study, in which productivity is 
evaluated, must to a certain extent be based on qualitative descriptions 
and approximations. However, despite all these limitations, we can see 
a clear benefit from performing and reporting productivity evaluations. 
They increase our awareness of productivity as a factor that impacts the 
cost of project. They contribute to a general understanding of issues 
that influence software development productivity. They also let us learn 
from the experiences of others.  
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Abstract 
 
The high non-functional requirements put on payment systems result in 
increasing complexity. One way of providing the expected quality is 
usage of a specialized platform. However, development on such a 
platform can be very expensive. In this paper we examine what level of 
quality can be expected when the development is done on a standard 
platform. We suggest a number of architectures and evaluate them from 
availability, reliability and performance perspectives. We present 
suggestions for the system developers concerning the choice of an 
appropriate architecture when a certain combination of qualities is 
required. Finally we identify problems we cannot solve using standard 
platforms.  
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1. Introduction 
 
The growing importance of online services places much attention on 
payment systems. These systems are designed to charge customers and 
store their information.  Therefore they are crucial for any service 
provider – they assure collection of revenue.  This role results in very 
high expectations concerning certain quality aspects of such systems. 
 
One such aspect is availability.  A major advantage of e-business is that 
it is available 24/7 and that should be true for a payment provider as 
well. Any service outage results in financial losses. In addition, a 
payment system must be reliable. A reliable payment system should be 
able to process each ‘charging request’ and store the charging data 
safely. The loss of charging information would result in a loss of 
payment record, which is the equivalent to losing money. Another 
aspect is performance. Performance is especially important in case of 
prepaid services, where a customer pays for a service in advance. 
Example of such a service can be prepaid telephony or video-on-
demand. Each customer has an account and a service can be provided 
only as long as the assets on the account allow it. That requires real 
time credit control.  
 
The fact that the requirements mentioned above are not orthogonal 
makes the development of such systems a very challenging task. 
Therefore much effort has been put into methods, tools and 
technologies that facilitate payment systems developing. One solution 
is to use a fault tolerant platform. Such platforms are able to provide 
high availability while maintaining good performance and reliability. 
They would seem to be an ultimate solution to the problem. However, 
as the previous research shows, the development on such a platform 
can be expensive. In Paper I we have identified a factor of four 
difference in productivity on a specialized, fault-tolerant platform 
compared to a standard UNIX platform.  
 
The high development cost may be a barrier that is impossible to cross. 
A competitive advantage gained, due to better quality characteristics of 
the system, may simply not be worth the money. Therefore our 
attention was again put on standard technologies. Even though they do 
not provide advanced, specialized features, their proven good 
productivity may be a great advantage. 
 
The purpose of this study is to identify the service availability, 
performance and reliability characteristics, which we can expect when 
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designing a payment system on a standard UNIX platform. The desired 
implementation should be compliant with one of the latest standards 
concerning real-time credit control, i.e. Diameter Credit Control [12]. 
In this study we suggest and evaluate a number of possible 
architectures of a payment system. The evaluation is done in an 
industrial setting. The testing was performed on a real payment system. 
The architectures are evaluated from the perspective of the three 
mentioned characteristics; availability, reliability and performance. The 
results of the study should help the developers of payment systems in 
determining the level of characteristics that they are able to provide 
using affordable technology and a method of how to do that. 

2. Payment System Application 
 
The role of the payment system will be presented in the example of a 
prepaid video-on-demand service. There are three parties involved in a 
service delivery (Figure 1), namely: payment provider – a system that 
we are going to analyze in this paper, video-on-demand provider and 
consumer that orders a video stream. According to Diameter Credit 
Control (DCC), the video-on-demand provider must implement Credit 
Control Client functionalities, while payment system provides Credit 
Control Server functionality. DCC specifies interaction between the 
Credit Control Client and the Credit Control Server. 

Figure 1. Video-on-demand example 

 

 
According to DCC after a consumer has requested a video stream, the 
video service provider contacts the payment system and requests 
permission to deliver the service to the customer for a specified period 
of time.  The payment system calculates the cost of delivering the 
service for given time period and checks the account balance of the 
customer. If the balance is too low then it rejects the request, otherwise 
it reserves the money and accepts the request.  The video service 
provider repeats the requests before each new time period. 
 
In the study we consider a simple Credit-Control Client implementation 
that does not involve any resending of the requests. Therefore, if the 
video service provider does not receive an answer from the payment 
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system within certain time limit, it aborts the service delivery (video 
transmission).  
 
Rating (price calculation) operations performed by payment systems 
are often very complex. The calculation of service price depends on 
many parameters, such as; the type of service, the type of customer, the 
time of the day, the duration of service, historical information about 
customer, etc. Though it seems that the payment system mostly records 
data, our industrial experience shows that over 80% of all operations 
are read operations.  This is caused by the need of reading all the 
parameters for price calculation. In the evaluation we assume equal 
distribution of the request throughout the operation time. 

3. Method 
 
In the study we identify a number of typical architectures that can be 
used to implement a Credit Control Server according to the DCC 
specification using standard UNIX platforms. The eight architectures 
are identified based on literature research and interviews with 
developers involved in a development of such systems. Each of the 
architecture proposals is evaluated. When evaluating availability we 
assess if the solution is able to survive a crash of one of its components 
without service stoppage. For the evaluation purposes we make a 
standard assumption that only one thing can break at the time. The 
availability definition is similar to the one suggested by [5, 11] and is 
described in terms of percentage of requests answered from requests 
that were sent by the client. In addition, we evaluate reliability of each 
of the architectures by estimating the percentage of successfully 
processed and stored requests. In evaluating performance of the system 
when processing its maximal load, we use two performance metrics; 
throughput and response time. The measurement of the response time 
under load is chosen because it is a real-time system that must provide 
required response time when being heavily loaded.  
 
The evaluation is two-folded. We begin with a theoretical, qualitative 
evaluation of architecture characteristics. An estimation of the 
parameters allows us to eliminate four candidate architectures that are 
outperformed by other ones. By outperforming we mean that an 
architecture is better than another in one or more the aspects mentioned 
and not worse in the others. The estimation is based on data from the 
literature. For the remaining architectures, we perform a more thorough 
analysis that involves experimentation. The experimentation is carried 
out in an industrial setting on a real payment system and platform. 
Finally, we present the decisions and trade-offs that must be made by a 
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payment system designer. We also provide suggestions as to which 
architecture to choose when a specific combination of qualities is 
required. 

4. Architectures 
 
In this section we present a number of possible payment server 
architectures. The simplest payment server architecture is a 
‘standalone’ computer (Figure 2a) with a payment server application 
and a standard disk database. We will now refer to this architecture as 
A1. The architecture has an availability problem. When the database or 
the application or the whole computer fails the service is not available. 
This failure also results in loosing the requests that are currently 
processed, which is a reliability threat. Another reliability threat is a 
disk failure that may result in a loss of data from the database. 
However, normal practice would be to use a fail-safe technology, like 
RAID. Therefore we will not consider the disk a point of failure.  
 
Both the reliability and the availability of A1 can be improved by 
introducing a dual-computer cluster and replication. We can either 
replicate a server only or a server and a database [3].  In case of the 
server replication both computers must have a shared disk (Figure 2b). 
Such an architecture will be referred to as A2.  It improves availability 
of A1 by introducing a second contact point for the client. When the 
database is also replicated (Figure 2c) there must be a data replication 
mechanism between cluster nodes.  Two possible data replication 
modes are available – asynchronous and synchronous. 

Figure 2. Hardware configurations – overview 

 

 
The asynchronous replication does not include replication time into a 
database update time. An update operation is committed on a local 
database only. The replication to the other machine is postponed - 
usually the change logs are bundled, which decreases network traffic.  
The shared-nothing architecture variant with an asynchronous 
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replication will be referred to as A3. It provides better availability than 
A1. The reliability risk connected with a disk failure is minimised - data 
is stored in two places. However, the asynchronous replication has a 
problem of loosing the replication buffer - a number of requests that are 
waiting to be replicated. In case of a failure this data is lost and 
accounts on the other machine are not updated.  
 
The “replication buffer loss” problem is minimised when a 
synchronous replication is used. The synchronous replication adds 
replication to a database update operation. An update transaction 
returns only if the change is committed in both databases. To increase 
availability it is usually possible to temporarily switch to asynchronous 
replication when one of the nodes fails. Otherwise the service would 
not be available during the failure. Synchronous replication improves 
the reliability of A3 but affects performance of update operations. 
Database reading is always done locally so replication does not affect 
its time. A variant of architecture with synchronous replication will be 
referred to as A4.     
 
Architectures A2-A4 are aimed towards reliability and availability 
improvement of A1. In order to improve performance of A1 an in-
memory database can be used. A large positive impact on performance 
of in memory databases is recognized by practitioners [6, 14, 18] and 
admitted by researchers  [8]. The whole database is kept in memory 
which speeds up database operations by an order of magnitude [8]. 
Two main configurations of in-memory database are considered in this 
study. They are similar to two replication modes; however the 
replication is done between the memory and disk. In the first case all 
database writes are synchronized with a disk; in the second one they are 
deferred. From now on the solution without writes synchronized with 
disk will be referred to as A5, the one with writes synchronized is to be 
referred as A6.    
 
Since in both cases the most often performed operation, database read, 
is done without involving a disk, both solutions offer much better 
performance compared to A1. The performance of A5 is better than the 
performance of A6. The reliability and availability of A6 is the same as 
in A1. The reliability of A5 is lower than of A1 due to that some of the 
data is, for certain amount of time, kept in memory only. We call that 
data portion a “disk write buffer”. That data portion would be lost in 
case of machine crash.  
 
The last two variants we evaluate are combinations of A3 and A4 with 
A5. A7 consists of two computers that have in-memory databases and 
asynchronous replication between them. A8 has the same configuration 
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with the exception of synchronous replication between machines. The 
characteristics they offer are exactly the same as their disk based 
counterparts apart from the significantly better performance.  
 
The evolution of basic architecture can be followed in Figure 3. 
Because some of the architectures outperform others the outperformed 
ones will be excluded from this study. Architecture A1 is outperformed 
by A6, which offers better performance providing the same availability 
and reliability. The same situation is seen between architectures A2 and 
A4, which are outperformed performance wise by A8 and A3 which is 
outperformed by A7.  For evaluation we have selected the following 
architectures: A5, A6, A7 and A8.  

Figure 3. Architecture variants 

 

5. Evaluation 

5.1 Availability 
 
The availability, described as percentage of answered requests, can be 
calculated using the expression (1): 

year

noansweryearAvail
Rq

RqRq −
=

 

 
(1) 

Where Rqyear – number of requests per year, and Rqnoanswer – number of 
requests unanswered per year. 
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 Architectures A5 and A6 are realized using one computer only. If a 
computer or an application is out of service (due to failure or 
maintenance) a customer is not provided with a service. That means 
that the availability of A5 and A6 is limited to the time when 
everything works. Additionally there are always a number of requests 
that are processed concurrently in the system. These requests are also 
lost and unanswered in case of failure. Therefore for A5 and A6 the 
Rqnoanswer equals (2): 

secMaintainRepaircurFailurenoanswer )( RqTTRqNRq ⋅++⋅=
 (2) 

Where NFailure is an average number of hardware and software failures 
per year, Rqcur describes an average number of requests that are present 
in the system and are being processed at any point of time, Rqsec equals 
an average number of requests per second, TRepair is average time to 
repair software and hardware failures and Tmaintain is an average 
maintenance time in a year.  The availability is different in the case of 
A7 and A8. There are 2 machines involved and in case of a failure only 
the requests, which were sent to the node that crashed and not answered 
are lost. Therefore the Rqnoanswer of A7 and A8 equals (3): 

curFailurenoanswer RqNRq ⋅=  (3) 

The availability of A7 and A8 is only affected by number of failures 
and number of concurrently processed requests. To exemplify the 
difference in availability between standalone and cluster 
implementations we have created three scenarios describing 
characteristics of three systems. The scenarios are based on interviews 
with practitioners. Scenario 1 corresponds to good, Scenario 2 to 
average and Scenario 3 to rather bad implementation of payment 
system.  The scenarios are presented in Table 1. The amount of requests 
per year was calculated from Rqsec – we assume an equal distribution of 
requests. 

Table 1. Comparison of availability of cluster versus single machine implementation 
for 3 different scenarios 

Characteristics Scenario 1 Scenario 2 Scenario 3 
NFailure 10 50 100 
Rqcur 10 10 10 
Trepair 600 1800 3600 
Tmaintain 1800 3600 7200 
Rqsec 100 100 100 

A5,A6 99.992 99.983 99.966 Availability  
results A7,A8 99.99999683 99.99998415 99.9999683 
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In the literature [15], argues that a standalone server usually has 99% 
availability. This supports our own finding that high quality systems 
standalone systems (A5, A6) can reach 99,9%.  Alternatively, it seems 
that it is possible to achieve almost 100% uptime for cluster. It is 
probably an optimistic assumption; however “five nines” seem to be in 
range, even though literature suggests four [15].   

5.2 Reliability 
 
Reliability is described as a percentage of successfully stored payment 
information - equation (4).  

year

lostyearyReliabilit
Rq

RqRq −
=

 

 
(4) 

Where Rqlost  is amount of requests lost in the year. Two types of 
reliability threats that can result in data loss were identified in the 
study. The first one occurs when a request is lost and a customer does 
not get an answer. This threat concerns all architectures because of the 
lost of requests processed during a failure. In addition, A5 and A6 do 
not accept incoming requests during downtime, which is also 
considered a data loss. The second reliability threat concerns the 
“internal” data loss. A request is answered but the payment record is 
lost due to the loss of replication or disk write buffer. This risk 
concerns A5 and A7. In the architectures not involving deferred 
replication (A6, A8) Rqlost = Rqnoanswer. For A5 the Rqloss is following 
(5): 

diskbufFailurenoanswerloss RqNRqRq ⋅+=
 (5) 

Where Rqdiskbuf is an average amount of requests in the disk buffer. For 
A7 the Rqloss is following (6): 

repbufFailurenoanswerloss RqNRqRq ⋅+=
 (6) 

Where Rqrepbuf is an average amount of requests kept in the replication 
buffer. 
 
In Table 2 a reliability assessment for the examples from Table 1 is 
presented. Additionally the Rqdiskbuf and Rqrepbuf are specified. 
Remaining values (e.g. NFailure) are the same as in Table 1. 
 
When it comes to reliability the cluster based solutions clearly 
outperform the standalone implementations. However, it is worth 
noticing that none of the architectures achieves a 0% data loss. 
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Table 2. Comparison of reliability of architectures for 3 different scenarios 

Characteristics Scenario 1 Scenario 2 Scenario 3 
Rqdiskbuf 10 10 10 
Rqrepbuf 10 10 10 

A5 99.99238645 99.98286070 99.96572140 
A6 99.99238648 99.98286086 99.96572171 
A7 99.99999680 99.99998399 99.99996797 

Reliability 
results 

A8 99.99999683 99.99998415 99.99996829 

5.3 Performance 
 
The performance of the selected architecture variants was evaluated in 
an experiment. The experiment was performed using two identical 
computers connected with a network for evaluation of the cluster based 
solutions and one of the computers for the standalone implementations. 
The computers ran a payment system application that used an in-
memory database. We used the database produced by Times Ten, 
which provides both synchronous and asynchronous replication and 
synchronous and asynchronous disk writes options.  
 
For each of the architectures we measured throughput and response 
time. Throughput was defined as the maximum number of requests that 
can be processed in a unit of time. The amount of requests processed 
was increased until we reached the saturation point where increasing 
the number of requests did not increase throughput but response time 
only. The second characteristic was the response time on a loaded 
system – the response time of a system that reached its saturation point. 
The performance bottleneck in the system was the CPU. The results of 
the performance measurement can be found in Table 3. The values are 
normalized. 

Table 3. Performance of the architecture variants 

Architecture  Characteristics A5 A6 A7 A8 
Response time results 100 172 140 240 
Throughput results 100 65 70 51 

6. Related work 
 
Finding an optimal balance between availability, performance and 
different data quality aspects is a well known problem (e.g. [4, 5, 7, 
21]). In [4] the author presents two server architectures that meet a high 
availability requirement. One is based on a shared-disk and the other is 
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based on a shared-nothing paradigm. They directly correspond to A2, 
A3 and A4 architectures from our study. In [13] the authors present a 
dual-computer with ‘shared nothing architecture’ as a solution for a 
fault-tolerant server. The paper provides an implementation proposal as 
well as theoretical assessment of availability. Similar solution can be 
also found in [10]. A single computer implementation is often ignored 
since it usually does not provide an adequate availability level.  
 
The ‘shared nothing architecture’ must involve data replication between 
cluster nodes. Replication is also a well studied subject, although most 
studies concern many co-existing replicas of the data. An overview of 
replication techniques can be found in [9, 19, 20]. Practically three 
types of replication can be identified [19]: active, semi-active and 
passive. The idea behind active replication is that the requests are 
broadcasted to all server nodes. Such a solution requires a deterministic 
request processing in order to assure that all servers answer in the same 
way [19].  We find it impossible to assure in our case. A semi-active 
replication solves that problem. It is achieved by dividing replicas into 
a leader and followers. Every time there is a non-deterministic decision 
to be made, the leader must make sure that it is made correctly. Semi-
active replication was given attention (e.g. [2, 16]) and it seems that 
there is potential in it. In [2], an architecture of a real-time server based 
on a variant of semi-active replication is presented. Although its 
implementation would result in a high communication overhead (we 
would have to consider all updates non-deterministic), the advantage of 
semi-active replication is lack of current request loss in case of failure. 
Therefore it should be further examined and can be seen as a future 
study. 
 
The passive replication is exactly what we have suggested for cluster 
based architectures. Many researchers try to find optimisation of 
passive replication. In [7] the authors notice that not all users require 
the same database control privileges. Any access limitation decreases 
the synchronization effort. It is not applicable to our solution where 
both nodes should behave in exactly the same way. Another 
optimization is designing applications that can tolerate certain 
inconsistencies [1]. It is also difficult to apply in our case. 

7. Conclusions 
 
The purpose of the study was to evaluate the characteristics of a 
payment system that can be obtained given that a system is developed 
on a standard platform. The system characteristics evaluated in this 
study were availability, reliability and performance.  
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The initial analysis of some architecture variants resulted in the 
elimination of the candidate architectures that contained a disk based 
database. An in-memory database seems like the only reasonable 
solution in our case. However, such elimination is possible only if a 
database can fit into memory, which is the case in our application 
domain. It is not an unreasonable assumption for many other 
application domains. A discussion concerning that issue can be found 
in [8]. 
 
The results of the evaluation of the selected architecture variants 
indicated that there exists a trade-off that must be decided by a payment 
system designer. As each of the four identified solutions offers unique 
characteristics, there is no single “winner” that could be best 
determined. In determining which solution to use, this depends on the 
individual needs as to which should be selected. For example, if high 
availability is required, the choice is limited to two cluster based 
architectures. The availability they offer costs approximately 40% of 
the performance decrease in terms of response time and around 30% in 
terms of throughput compared to standalone implementations. They 
also require rather expensive cluster implementation. In [10] it was 
shown that in a dual-computer cluster implementation about 85% of the 
code was devoted to providing availability, i.e. mainly failover and 
replication implementation. This code would not be present in 
standalone implementations. 
 
Our measurements indicate that that there is also a performance price to 
be paid for reliability. The “reliability oriented” solutions (A6 and A8) 
have about 70% higher response times and 30% lower throughput 
compared to their “performance oriented” counterparts (A5 and A7). 
An immediate, synchronous replication gives better reliability but 
affects performance. Therefore it is up to the designer to decide if some 
data loss, such as in case of failure, is an acceptable price to be paid for 
higher performance.    
 
None of the architectures implemented on a standard platform solves 
the problem of loosing requests that are currently processed. It is 
actually a reliability and service availability threat – a customer does 
not receive an answer and, what is worse, he/she can not be sure if the 
operation was performed or not.   
 
We are aware that there are more advanced methods of availability and 
reliability estimations (e.g. [17]). Our method is rather straightforward 
and simple. However, the purpose of our work was not to suggest a 
new availability or reliability assessment technique but to present and 
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quantify the limitations of standard platforms when implementing a 
Credit Control server and similar payment systems. It seems that in 
order to overcome the problems identified (e.g. data loss) more 
sophisticated solutions, like middleware or clusterware, are necessary. 
Since, as we know (see Paper I), they require high development effort 
we see it as a future study to investigate how to introduce them in a cost 
efficient manner. 
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Abstract 

 
The importance of mobile and electronic commerce results in much 
attention given to credit-control systems. There are high non-functional 
requirements on such systems, e.g. high availability and reliability. 
These requirements can be met by changing the architecture of the 
credit-control system. In this paper we suggest a new architecture and 
a number of alternative implementations of credit-control server. By 
quantifying the availability, reliability, performance and cost we enable 
the designers to make better trade-off decisions.  We compare the new 
architecture with the current, “state-of-the-art” solution. Finally, we 
present suggestions for the system developers concerning the choice of 
an appropriate architecture implementation variant. 
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1. Introduction 
 
The popularity of on-line services, like online video or internet 
shopping triggers a need of creating billing mechanisms. For revenue 
collection the service providers often use an online billing system.  
Recently the prepaid services have become very popular. The 
characteristic of prepaid solutions is that the service is provided only as 
long as the customer has adequate assets on the account. This means a 
real-time credit-control – the service should not be delivered when the 
customer’s account is too low. 
 
Diameter Credit-Control (DCC) is a standard for developing billing 
systems for prepaid services. Currently, its specification draft is 
available from The Internet Engineering Task Force [6]. It is promoted 
by leading companies providing billing solutions.  
 
The rapid growth of mobile commerce market [12] increases the 
expectations concerning billing systems.  The requirements mostly refer 
to reliability, availability, performance and development cost. The 
increasing average monetary value of a request puts a lot of attention 
on reliability and availability. Any data loss or service outage becomes 
unacceptable. 
 
The need of combining conflicting requirements makes development of 
billing systems a challenging task. One way of simplifying their 
development is to use a specialized, fault-tolerant platform. An example 
of the fault tolerant platform is presented in Section 5. Such a platform 
is able to provide required characteristics in terms of performance, 
availability and reliability. However, as our previous experiences show 
(see Paper I), the development cost on such a platform can be very 
high. We have identified a factor of four difference between the 
productivity on a specialized platform compared to a standard platform 
(UNIX). 
 
On the other hand, solutions based on standard platforms have 
problems providing the required availability, performance and 
reliability. In another study (see Paper III) we have suggested and 
evaluated possible credit-control server implementations on a standard 
platform. None of the identified variants provided 100% reliability and 
availability. 
 
The purpose of this study is to check if, by combining a standard and a 
specialized platform, it is possible to implement, in an efficient manner, 
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a credit-control server that meets high reliability and availability 
requirements. The server should be implemented according to DCC 
specification and evaluated from availability, performance, reliability 
and development effort perspectives. The result of the study should 
help the developers of credit-control and similar applications in 
deciding what technology they should use to meet, in a cost efficient 
way, the optimal balance between required characteristics. 

2. Diameter Credit-Control 
 
Diameter Credit-Control (DCC) defines the interaction between a 
credit-control client and a credit-control server. The credit-control 
server performs rating and accounting. Rating is an operation that maps 
technical units into monetary units, e.g., amount of goods or online 
video watching time to the amount of money the customer should pay. 
Accounting is an operation of recording and maintaining the 
information about the customer’s activities. The overview of the 
architecture is presented in Figure 1. 

Figure 1. Diameter credit-control 

 
 
An example of a realization of DCC can be found in Figure 2 where the 
model of video-on-demand service is presented. 

Figure 2. Video on demand service with DCC 
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In DCC the video-on-demand provider is a credit-control client since it 
requests the credit-control server (payment provider) to debit the 
consumer. When the video-on-demand provider is asked for the next 
portion of the video it asks the credit-control server to reserve an 
appropriate amount of money on the consumer’s account. If the 
reservation and service delivery succeeds the credit-control client asks 
the server to debit customer’s account. Two types of services are 
offered by the credit-control server: 
 

- One Time Event – in which one request is sent from a credit-control 
client to a credit-control server, e.g., an inquiry concerning an 
account balance. 

- Session Based credit-control – which requires keeping session state 
on the server. It involves the exchange of multiple requests. 
Examples of such services are online video and prepaid phone calls. 

 
Session Based credit-control is realized using interrogations (see Figure 
3).  Interrogation is a request that is sent to the credit-control server to 
get permission for continuing service delivery. The credit-control 
server reserves a quota that covers the estimated service cost for the 
next reservation period and charges the customer for the service 
delivered from the previous interrogation.  In this way the service is 
divided into portions (e.g. number of minutes of movie or voice 
conversation). Each interrogation reserves assets for the next such 
portion and charges the consumer for the previous.  
 
In this study we consider a simple credit-control client implementation 
that sends a request to the server only once. If no answer is given, the 
credit-control client assumes negative answer and stops service 
delivery. No request re-sent is performed by the client. 

Figure 3. Interrogations 

0..*0..*

credit-control server
 
credit-control server

 
credit-control client

 
credit-control client

 

FirstInterrogation()FirstInterrogation()

GrantedUnits()GrantedUnits()

IntermediateInterrogation()IntermediateInterrogation()

FinalInterrogation()FinalInterrogation()

GrantedUnits()GrantedUnits()

UsedUnits()UsedUnits()

 



Paper IV 
 

 134 

3. Related work 
 
The development of systems that have highly prioritized availability 
and reliability requirements always results in the necessity of making 
trade-offs. In  [7, 17, 18] the authors discuss the trade-off between 
availability and data consistency, in [9] the trade-offs between 
maintainability, performance and availability. Also the trade-off 
between performance and consistency has been recognized [18]. The 
problem with the required qualities is that they are dependant, e.g. 
availability usually involves data replication, which from a consistency 
perspective means a lot of state updating communication, highly 
undesired from performance perspective. Therefore there is no silver 
bullet solution in that matter and different suggestions are usually very 
application specific.  
 
 Both availability and performance are in the literature [2, 14] often 
discussed in the context of replication. According to [2]  there are two 
main strategies when it comes to replication: “replication of the server” 
and “replication of the server and the resource”. As server the stateless 
part of application is concerned. In our case it would be the rating 
component. The server operates on the resource, which, in our case, is 
the database.   
 
The “replication of the server” means that both credit-control nodes 
share a single database. Such a solution was presented in [5] for the 
system similar to ours. As a benefit of such solution lack of overhead 
connected with replication and lack of consistency problems is 
presented. An example of “replication of a server and resources” is the 
“state-of-the-art” architecture described in this work. When it comes to 
this solution the main research effort was devoted to develop the 
efficient replication schemes (e.g. [4, 8, 16]). The replication schemes 
can provide balance between performance and consistency. However, 
there is no way of solving the problem of loss of data processed during 
failure without co-operation from the client. 
 
As a way to solve this problem a specialized platform can be 
considered. Example of such solution is described in [13], where 
CORBA was extended with automatic object replication, migration and 
restart of objects that failed. Another example of that kind is  [15] - it is 
an operating system that runs on a cluster of computers. It provides 
internal data replication and migration capabilities. The main problem 
with this kind of solutions, as we see it (see Paper I), is a low 
productivity of software development for such platforms.  
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4. Method 
 
In this study we suggest a new credit-control server architecture and 
present number of its implementation variants. We evaluate and 
compare them with the “state-of-the-art” credit-control 
implementations. The evaluation is done from the reliability, 
availability, performance and development cost perspectives.  
 
We define reliability as the probability that a request was successfully 
processed and stored. The availability is the probability that the request 
sent to the server is answered. The performance is measured as the 
maximum throughput of the system and the response time of the 
saturated system. The development cost is estimated and describes the 
effort of developing each of the implementation variants.   
 
The reliability and availability are defined as functions of certain 
implementation and platform characteristics, e.g. downtime and amount 
of failures. To make the results tangible we present characteristics of 
three implementations and evaluate their availability and reliability for 
each of the new architecture implementation variants. For availability 
and reliability evaluations we make the standard assumption that only 
one component fails at the time. 
 
For the purpose of performance measurement a prototype of the system 
is implemented. The evaluation is performed in an industrial setting – 
the prototype involves crucial (from performance perspective) parts of 
a real payment system. Therefore, according to the agreement with our 
industrial partner, the performance figures are normalized.  
 
The development effort is estimated by experts involved in 
development of billing systems. The estimation concerned amount of 
functionalities that must be implemented and the effort connected with 
it. Based on that, we estimated the cost of the solutions. 
 
This study begins with a presentation of the “state-of-the-art” 
architectures, which we have identified in a previous study (see 
Paper III). We present two credit-control server implementation 
variants based on a standard platform. We evaluate them from the 
reliability and availability perspectives as well as we measure their 
performance. We identify issues that affect reliability and availability 
of the “state-of-the-art” solutions. 
 
As a solution to the availability and reliability problems we suggest a 
new architecture. It combines standard and fault-tolerant platform. We 
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describe an example of a fault-tolerant platform. For the new 
architecture we present variants of a credit-control server 
implementation. The variants are evaluated and compared to the “state-
of-the-art” solutions. 
 
Finally we summarize findings and presented suggestions concerning 
the choice of the architecture when certain balance of requirements is 
expected. 

5. “State-of-the-art” solution 

5.1 Presentation 
 
In Paper III we have identified four “state-of-the-art” architecture 
variants of a credit-control server implementation on a standard 
platform. Two of them are implemented using a single machine and 
offer rather low availability and reliability levels. Their main advantage 
is low development cost. The remaining two architectures are based on 
a shared-nothing cluster [14]. They offer high availability and 
reliability. Since, in this study, we are interested mostly in availability 
and reliability, only the two cluster-based variants are taken into 
consideration.  
 
Both variants are based on a hot backup server architecture [14]. It 
consists of two server nodes – a primary and a backup. When primary 
fails, a failover is performed. The secondary node becomes the primary 
(Figure 4) and takes over operation. Each of the nodes has the same 
configuration. Data storage is provided by a database. For performance 
reasons an in-memory database is used. Such a database, by keeping all 
the data in the RAM memory, speeds up the operations by an order of 
magnitude [3].  
 
Since both nodes must operate on the same data there is a replication 
between the databases. The difference between the two cluster based 
architecture variants is that one uses synchronous and another one uses 
asynchronous replication. From now on we call the variants SYNC and 
ASYNC. 
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Figure 4. Failover scenario – when primary node fails the backup takes over the 
operation 

 
 
In synchronous replication mode (Figure 5) the database transaction 
returns when the changes are committed in both databases. In 
asynchronous mode the changes are committed only in the primary 
server before the transaction returns (Figure 6). The replication of 
changes is deferred.  That improves performance – not only the round 
trip to another node is not included in the transaction but also network 
traffic is decreased by sending a number of changes grouped together 
instead of sending them one by one. 

Figure 5. Synchronous replication 
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The drawback with the asynchronous replication is that the backup 
server’s state is always “behind” the primary’s one. A number of 
requests that were not replicated are lost when primary node fails. We 
refer to that amount of requests as to “replication buffer”.  
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Internally the credit-control server node is divided into two logical 
parts (Figure 7) [5]. Rating is the stateless element responsible for 
rating. Database is the stateful part responsible for accounting. The 
main Database tables are Accounts (user accounts) and SessionInfo 
(on-going sessions information, e.g., reservations).  Only the Accounts 
table is replicated.  

Figure 6. Asynchronous replication 
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As can be noticed in Figure 7 the rating component can contact both 
databases. By default it uses the one that is on the same machine, but if 
it can not be contacted the rating performs the operation on the backup 
node’s database. The interrogation handling is presented in Figure 8.  

Figure 7. “state-of-the-art” implementation of credit-control server 
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The rating component gets a request from the client. It asks the 
database for information about account balance and reservations. Based 
on that, it performs rating. It decides how much money should be 
reserved and how much should be debited. Later it reserves money 
(update of SessionInfo table) and debits the actual account (update of 
Accounts table).  

Figure 8. Interrogation processing 
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5.2 Evaluation 
 
Planned downtime does not affect availability or reliability of cluster 
based solutions (the work can be migrated to the other node). The only 
availability and reliability threat is unplanned downtime (failure) that 
results in data loss. In Paper III we have identified two major data loss 
threats: 

- “current requests loss” – the loss of currently processed requests. In 
the system there are always a number of concurrently processed 
requests, which are lost in case of failure. We will denote average 
number of requests in the system as Rqcur 

- “replication buffer loss” - loss of “replication buffer” in case of 
asynchronous replication. The average amount of requests in the 
replication buffer will be referred to as Rqbuf 

 
The “replication buffer loss” affects only data reliability – the lost data 
was committed to the database which means that the customer got an 
answer. Therefore, the service availability of both solutions is the same  
and can be calculated as (see Paper III): 

year

curFailyearAvail
Rq

RqNRq ⋅−
=  
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where Rqyear is amount of requests per year and NFail is number of 
application or platform failures  per year. The reliability of replication 
modes is different. In SYNC it has the same value as availability: 

year

curFailyear
SYNCyReliabilit

Rq
RqNRq ⋅−

=  

ASYNC has lower reliability because the data loss is increased by the 
of “replication buffer loss”: 

year

curFailyear
ASYNC

)(
yReliabilit

Rq
RqRqNRq buf+⋅−

=  

To estimate the availability and reliability level we can expect from 
SYNC and ASYNC implementation variants we created three different 
scenarios describing characteristics of three different system 
implementations.  The results are presented in Table 1. The amount of 
requests per year was calculated based on a number of requests per 
second (Rqsec). 

Table 1. Reliability and availability evaluation 

 Scenario 
 1 2 3 
NFail 10 50 100 
Rqcur 10 
Rqbuf 10 
Rqsec 100 
Availability 99.99999683 99.99998415 99.9999683 
Reliability ASYNC 99.99999680 99.99998399 99.99996797 
Reliability SYNC 99.99999683 99.99998415 99.99996829 

 
The higher reliability of SYNC implementation variant has a 
performance price.  In Paper III we have detected 30% throughput 
decrease and 70% response time increase in SYNC compared to 
ASYNC. The results of the performance measurement can be found in 
Table 2. The values were normalized – the ASYNC variant’s results 
were used as a baseline and normalized to 100. The response time was 
measured when the system was saturated, i.e. when increasing load 
increased response time but not throughput. 

Table 2. Performance evaluation results 

 ASYNC SYNC 
Response time (RT) 100 171 
Throughput (T) 100 73 
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6. Fault-tolerant platform 
 
Fault tolerance is defined as “the ability of a system or component to 
continue normal operation despite the presence of hardware or software 
faults” [10]. Typically fault tolerance is either hardware or software 
based.  Hardware based solutions, e.g. [1, 11], involve proprietary 
hardware, which makes them very expensive. A software based 
solutions overcome this problem by operating on a standard hardware. 
An example of a software based solution is the fault-tolerant platform, 
which we have evaluated in (see Paper I). It is a system that consists of 
(Figure 9): 
 

- Up to 40 traffic processors that process pay-load  
- Two I/O processors responsible for the external communication and  

maintenance 
- Two Ethernet switches and two separate interconnections via 

Ethernet networks 

Figure 9. A fault-tolerant platform example  

 
 
The platform offers standard interfaces (APIs) for Java and C++ but the 
programming model is unique. The execution unit is a process. There 
are static processes that are always running and dynamic ones that are 
created and terminated on demand. The platform provides an in-
memory database. The basic storage units are database objects.  
 
To assure an efficient load balance the programmer has a set of 
methods for allocating database objects and processes to processor 
pools, i.e. sets of traffic processors on which database objects and 
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processes may operate. The load balancing within a pool is done by the 
platform itself. 
 
To facilitate the programming of the highly available systems every 
process or database object is replicated on two machines in the cluster – 
a failure of one of them does not affect the correct operation of the 
whole system. The platform also has built-in features that allow online 
upgrades of the applications.  
 
In Paper I we have investigated the productivity on such a platform. It 
turned out to be factor of four lower than on a standard platform. As the 
main cost drivers we have identified long learning and lack of tools and 
libraries that are available for standard platforms. 

7. New architecture 

7.1 Basic idea 
 
In Section 5 we have presented two “state-of-the-art” implementations 
of the credit-control server. None of them provided 100% availability 
and reliability. The best solution from reliability perspective is also the 
worst one from the performance point of view. Using the “state-of-the-
art” architecture requires performance-reliability trade-offs. Such trade-
offs can be avoided by implementing the credit-control server on a 
fault-tolerant platform, like the one described in Section 6. The price 
for high reliability and performance is significantly higher development 
cost.  
 
Our idea is to combine standard and fault-tolerant platform into one 
architecture. By keeping as much as possible of the functionality on a 
standard platform we can decrease the development cost. The fault-
tolerant platform can contribute to good availability and reliability.  
Such a mixture of a reasonable development cost and good availability 
and reliability is not provided by any of currently available solutions. 
Therefore we consider it interesting to investigate. 

7.2 Architecture overview 
 
In the new architecture to the “state-of-the-art” credit-control server 
(cluster with two computers) we have added a Single Point of Contact 
(SPOC). The new architecture is presented in Figure 10. The credit-
control client always contacts a single designated machine. The SPOC 
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is implemented on the fault-tolerant platform. Therefore, in the further 
discussion, SPOC is not considered a point of failure.  

Figure 10. New architecture 

 
 
The basic request processing is similar to the one on the “state-of-the-
art” architecture. The SPOC acts as a proxy and passes requests from 
client to the credit-control server node and back. The additional 
requirement is that SPOC should provide enough processing power not 
to become a bottleneck of the system. We will estimate the processing 
power required from the SPOC.  

7.3 Implementation variants 
 
In Section 5.2 we have identified two sources of data loss in state-of-
the-art solution, namely “current request loss” and “replication buffer 
loss”. The introduction of SPOC gives us a chance to minimise or 
eliminate their impact.  
One way of increasing reliability and availability is to introduce request 
re-sending on SPOC. In the ”request re-send” method the SPOC re-
sends the request if the response from the node is not received within a 
specific amount of time.  
 
The main threat connected with re-sending of request is that it may be 
processed more than once, which may result in overcharging.  
Therefore we introduce mechanism on the credit-control server node 
that prevents it. Following changes are suggested: 
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- In the SessionInfo table we keep the id of the last request from the 
session together with the response that was sent to the customer  

- When charging the rating component checks if the request was not 
answered. If it was, the response from the SessionInfo is sent to 
SPOC 

- The SessionInfo table is replicated 
 
There is a problem that re-sent request may reach the server while the 
original one is still processed. Since the answer to both requests may be 
different (e.g. due to tariff change) we must assure that the response to 
the client is consistent with the change in database. For that purpose we 
introduce additional serial number given by SPOC to each request. This 
number is included in the answer from the node. Only the response to 
the request with the last serial number is transmitted to the client. Also 
the replication conflict (conflicting changes of the same record) should 
be resolved by selecting the change caused by request with higher serial 
number. 
 
The “request re-send” solves the problem of “current request loss”. It 
does not, however, solve the “replication buffer loss” problem that is 
present when asynchronous replication is used. To address this we 
suggest introducing a “request database”, which is an extension of 
“request re-send”. The idea is to keep recent requests on SPOC as long 
as they are not replicated to both nodes. When primary node fails the 
SPOC re-sends the recent requests to backup node to make sure its state 
is updated. The amount of requests to re-send may be based either on 
time criterion or more complex solution may be suggested. One way is 
to mark each update with information on which node it was committed. 
The backup node, on regular bases, selects all requests committed on 
the primary one and informs SPOC that they are already replicated. 
SPOC removes them from the request database. 
 
For further analysis we suggest three architecture implementation 
variants, presented in Table 3. 

Table 3. The architecture implementation variants 

Variant Description 

SPOC+SYNC SPOC + request re-sending + synchronous 
replication 

SPOC+ASYNC SPOC + request re-sending + asynchronous 
replication 

SPOC+RQDB SPOC + request re-sending  + asynchronous 
replication + request database 
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8. Evaluation 

8.1 Availability and reliability 
 
Both availability and reliability are affected by data loss. The new 
architecture variants ability to solve “current requests loss” and 
“replication buffer loss” are summarized in Table 4. 
 
The availability of both “state-of-the-art” solutions (SYNC and 
ASYNC) was affected only by the “current requests loss” problem. 
This problem is solved in all variants of the new architecture. Therefore 
all 3 variants have 100% availability. 

Table 4. Problems solved in the new architecture implementation variants 

Variant “current requests 
loss” 

“replication buffer 
loss” 

SPOC+SYNC solved N/A 
SPOC+ASYNC solved unsolved 
SPOC+RQDB solved solved 

 
 
When a synchronous replication is used the reliability is affected only 
by the “current requests loss” problem. In asynchronous replication 
additionally the “replication buffer loss” affects it. This problem is not 
solved only in SPOC+ASYNC. Therefore the reliability of 
SPOC+SYNC and SPOC+RQDB will be 100%, while the reliability of 
SPOC+ASYNC is following: 

year

Failyear
ASYNCSPOCyReliabilit

Rq
RqNRq buf⋅−

=+
 

In order to compare the reliability and availability of the “state-of-the-
art” and the new architectures in a more tangible manner we perform an 
estimation of reliability and availability for the same three scenarios 
describing characteristics of three different system implementations as 
in the Table 1. The results are presented in Table 5. For the comparison 
the results of the “state-of-the-art” variants are included. 
 
In the Table 5 it can be noticed that even though the reliability of 
SPOC+ASYNC is not 100, in practise it still improves the reliability of 
ASYNC.   
 
 
 



Paper IV 
 

 146 

Table 5. Reliability and availability – comparison of state-of-the-art and the new 
architecture 

 Scenario 
 1 2 3 

NFail 10 50 100 
Rqcur 10 10 10 
Rqbuf 10 10 10 
Rqsec 100 100 100 

ASYNC 
SYNC 99.99999683 99.99998415 99.9999683 

SPOC+SYNC 
SPOC+ASYNC 

A
va
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bi

lit
y 

[%
] 

SPOC+RQDB 
100 100 100 

ASYNC 99.99999680 99.99998399 99.99996797 
SYNC 99.99999683 99.99998415 99.99996829 
SPOC+SYNC 100 100 100 
SPOC+ASYNC 99.99999683 99.99998415 99.9999683 R

el
ia

bi
lit

y 
[%

] 

SPOC+RQDB 100 100 100 

8.2 Performance 
 
The performance, in terms of throughput and response time, depends 
on how powerful the SPOC machine is compared to the server node 
that processes requests. The throughput (T) of the entire system is as 
high as the lower of SPOC and the node throughputs: 
 

),min( NODESPOCSYSTEM TTT =  
 

Because we do not want to introduce a bottleneck into the system, the 
SPOC has to provide a high enough throughput (TSPOC>TNODE). In this 
way the throughput of the new architecture variants is the same as of 
their counterparts without SPOC. To assess the processing power that is 
required from the SPOC we implemented the SPOC functionality on 
the cluster with asynchronous replication between databases (identical 
with ASYNC configuration) and we measured throughput and response 
time on it.   
 
The results were compared with throughput and response time of 
SYNC and ASYNC credit-control server implementation variants. 
Under normal conditions (no failure) the data processing routines on 
the SPOC are the same for all three architecture variants 
(SPOC+ASYNC, SPOC+SYNC, SPOC+RQDB). The results of the 
throughput comparison are summarized in Table 6.    
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Table 6. The comparison of the SPOC and the node performance 

 ASYNC SYNC SPOC 
Response time (RT) 100 171 57 
Throughput (T) 100 73 267 

 
We measured the performance of the whole credit-control server that 
includes SPOC. The comparison can be found in Table 7. 

Table 7. Comparison of performance of the credit-control server implementation 
variants 

 SPOC 
 

ASYNC SYNC 
ASYNC ASYNC ASYNC 

Response time (RT) 100 171 169 240 169 
Throughput (T) 100 73 100 73 100 

 
Like before, the response time was measured when the system was 
saturated, i.e. when increasing load increased response time but not 
throughput. 

9. Cost 
 
The cost evaluation was based on three factors: 
 

- the ratio of functionality between the SPOC and the credit-control 
server node 

- the ratio of development effort between implementation of a 
functionality on a fault tolerant platform and on a standard platform 

- the cost of additional features in the nodes that enable their co-
operation with the SPOC 

 
The ratio of functionality between SPOC and the credit-control node 
and the cost of additional features in the nodes were estimated by 
experts. The experts had knowledge about standard and fault-tolerant 
platform as well as experience in developing payment systems. 
According to them the amount of SPOC functionality in the 
SPOC+SYNC and SPOC+ASYNC corresponds to approximately 5% 
of the amount of the node functionality. The SPOC+DBRQ is more 
complex and its SPOC functionality corresponds to about 7% of the 
node functionality. The estimations were based on similarities between 
components that would have to be developed to implement the new 
architecture and already existing components implementing similar 
functionalities in other projects.   
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The ratio of a cost of functionality implementation between two 
platforms was investigated by us in Paper I. We found a factor of four 
difference between a functionality development cost.  
 
The cost of additional features that must be added to the nodes was 
estimated as 5% in all three cases, compared to the “state-of-the-art” 
implementation.  
 
The cost estimation is presented in Table 8. The values are normalized. 
It should be noticed that the cost of development on a new architecture 
is significantly smaller compared to the development of the whole 
credit-control system on the fault-tolerant platform which, according to 
our estimations, would cost about 400. This is about three times as 
much as the cost of development on our architecture. 

Table 8. Development cost estimation 

SPOC  ASYNC SYNC 
ASYNC SYNC RQDB 

Cost 100 100 125 125 133 

10. Discussion 
 
The results obtained in our study look promising. All three architecture 
variants improve the reliability and availability of the standard, “state-
of-the-art” solution. Two of them provide 100% reliability and 
availability. Their development cost is significantly smaller compared 
to the implementation on a fault-tolerant platform. According to our 
estimations the cost corresponds to about 30% of the cost of 
implementation on a fault-tolerant platform. 
 
 In the example presented we have also shown that, provided high 
enough throughput of the SPOC, the performance price for increasing 
availability and reliability may be reasonable in terms of response time 
and none in terms of throughput. Moreover we have shown that the 
high throughput of the SPOC can be provided for rather low price – the 
platform used for SPOC must provide only about 30% to 40% of 
processing power of the standard machine. 
 
The three architectures offer different qualities. An overview of their 
characteristics is presented in Figure 11 (the “state-of-the-art” solutions 
are included for comparison). The size of the bubbles indicates the 
difference is cost between the architecture variants. Neither the 
distances between the bubbles nor their size ratios indicate the actual 
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magnitude of the differences. The figure is only meant to outline the 
general differences between the architectures.  

Figure 11. Characteristics of the architectures. The bubble size describes the 
development cost 
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The SPOC+SYNC architecture variant offers a very high availability 
and reliability and reasonable development cost. The price for that is 
the lowest performance of all architectures. The performance is better 
in SPOC+ASYNC variant but it does not provide equally high 
reliability level. High availability and reliability together with good 
performance is provided by SPOC+RQDB. This variant has, however, 
the highest cost of all. 
 
When discussing the solution with our industrial partners they 
mentioned number of opportunities connected with introducing the 
SPOC. The quality pressure put on the credit-control node platform can 
be reduced – a higher number of node failures would not result in 
decreased availability or reliability (at least in SPOC+SYNC and 
SPOC+RQDB). It may also be possible to use a single SPOC for 
number of credit-control servers. Both these issues can decrease the 
cost of SPOC introduction, which make the new architecture even more 
interesting.   

11. Conclusions   
 
The objective of this study was to check if, by combining a standard 
and a specialized platform, it is possible to implement, in a cost-
efficient manner, a credit-control server that meets high reliability and 
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availability requirements. Our results show that, by using this approach, 
we can suggest an architecture that offers 100% availability and 
reliability for reasonably low price.  
 
To achieve it we have analysed the current “state-of-the-art” of credit-
control server – a cluster of two computers with database replication 
between them. We have described its reliability and availability 
problems. As the most important we have considered reducing the 
number of requests that are lost.  
 
In order to solve the data loss problem in front of a two node cluster we 
have introduced a single point of contact application (SPOC) 
implemented on a fault-tolerant platform. For the new architecture we 
have designed three different credit-control server implementation 
variants. The variants have been evaluated from availability, reliability, 
performance and development cost perspectives. In the evaluation we 
have quantified the characteristics and compared them with the “state-
of-the-art” solutions. 
 
All variants provide 100% availability which is significantly better 
compared to the “state-of-the-art” solutions. Two variants provide 
100% reliability. The reliability of the third one is not 100% but is 
better than the reliability of its “state-of-the-art” counterpart. 
 
The performance of the new architecture depends on the performance 
of the SPOC. We have quantified the level of processing power 
required from the SPOC to maintain the same throughput as the one 
offered by the “state-of the-art” solutions. It turned out that the 
requirements concerning SPOC platform are significantly lower than 
the ones concerning the nodes implemented on a standard platform.   
 
The evaluation of the development cost showed that, even though the 
new architecture variants cost about 30% more compared to the “state-
of-the-art” implementations, they provide the same level of availability 
and reliability as the implementation on a fault-tolerant platform for 
about one-third of the price.  
 
We have explicitly quantified availability, reliability, performance and 
development cost which allows the designers to make better trade-off 
decisions. Depending on the required quality levels and the resources 
available we suggest a concrete architectural solution.    
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Abstract 
 
Many software systems are developed in a number of consecutive 
releases. In each release not only new code is added but also existing 
code is often modified. In this study we show that the modified code can 
be an important source of faults. Faults are widely recognized as one of 
the major cost drivers in software projects. Therefore, we look for 
methods that improve the fault detection in the modified code. We 
propose and evaluate a number of prediction models that increase the 
efficiency of fault detection. To build and evaluate our models we use 
data collected from two large telecommunication systems produced by 
Ericsson. We evaluate the performance of our models by applying them 
both to a different release of the system than the one they are built on 
and to a different system. The performance of our models is compared 
to the performance of the theoretical best model, a simple model based 
on size, as well as to analyzing the code in a random order (not using 
any model). We find that the use of our models provides a significant 
improvement over not using any model at all and over using a simple 
model based on the class size. The gain offered by our models 
corresponds to 38% to 57% of the theoretical maximum gain.  
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1. Introduction 
 
Finding and fixing faults is a very expensive activity in the software 
development process [38]. In large telecommunication systems fault 
detection activities can account for a significant part of the project 
budget, e.g., in [7] 45% of the project resources were devoted to testing 
and simulation. Therefore, an increase of the fault detection efficiency 
can potentially bring significant savings on project cost. A well-known 
fact concerning faults is that a majority of the faults can be found in a 
minority of the code (the Pareto principle [4, 12, 31]). Different sources 
report different numbers concerning the Pareto principle, ranging from 
20-60 (60% of the faults can be found in 20% of the modules) to 10-80 
(see [12] for a brief overview of the research concerning the Pareto 
principle). The Pareto principle shows that there is a potential for 
significant savings if we manage to focus our testing efforts on the 
most fault prone code units. 
 
One way of helping testers to focus their efforts is to provide them with 
a fault prediction model. If we assume that the cost of finding faults in 
the class is proportional to the size of the class (like in [5, 6]) then, by 
selecting classes with the highest fault density, such a prediction model 
increases the fault detection efficiency (i.e., the number of faults found 
per the amount of code analyzed). In the long run, increasing the fault 
detection efficiency leads to higher quality of the products because 
testers focus on finding and removing faults in the classes that have the 
highest concentration of faults (fault density). As a result, they remove 
more faults within a given budget. Therefore, in this study we develop 
fault prediction models that predict fault density.  
 
Fault prediction models are usually based on either different 
characteristics of the software that describe the structure of the code 
(e.g., design or code metrics [10, 41, 44]) or historical information 
about the code (e.g., [34, 35]). Our models are based on design and 
code metrics. We perform our analysis at the class level, i.e., our 
predictions concern the fault-proneness of individual classes and are 
based on the characteristics of those classes. We predict the fault 
density in two ways - by predicting the fault density itself and by 
predicting the number of faults in a class and dividing it by the size of 
this class.    
 
Our models are built and evaluated using data from two different 
telecommunication systems developed by Ericsson. From now on we 
denote them as System A and System B. In this study we have used two 
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releases of System A (from now on called System A1 and System A2) 
and one release of System B. These are the most current releases of 
both systems (the current release of System B and the two latest 
releases of System A). Both systems are large telecommunication 
systems. Their sizes are about 800 classes (500 KLOC) and about 1000 
classes (600 KLOC) for System A and System B, respectively. Both 
systems operate in the service layer of mobile phone network. As they 
are mission-critical for the customers, they undergo an extensive testing 
before they are released. 
 
Both systems are mature systems that have been present in the market 
for several years. Over that period a number of releases of each system 
have been produced. Each new release usually introduces a significant 
amount of new functionality. Typically, new functionality is introduced 
by modifying existing classes and/or implementing new classes. In 
System A1 the modification of classes from the previous release 
accounted for 65% of the code written in the current release (35% of 
the new code was introduced as new classes). In System A2 37% of the 
code was introduced as a modification of previous classes, and in 
System B 44% of the code was introduced as a modification of the 
classes from the previous release. A well-known fact is that a 
modification of already existing code is an important source of faults 
[34, 37]. This is supported by our data. Faults found in the modified 
code accounted for 86%, 62%, and 78% of all faults found in System 
A1, System A2, and System B, respectively. It can be noticed that in all 
three systems the modified code was significantly more fault-prone 
compared to the new code. 
 
In this study we build and evaluate models that predict faults 
specifically in modified code, which is different from most studies in 
the area that do not distinguish between new and modified code (see 
Related Work section). One reason for focusing on the modified code is 
that, as we have shown, the modified code is an important source of 
faults. Focusing on the modified code also gives us an opportunity to 
include not only usual metrics that describe the structure of the final 
product (e.g., size, complexity) but also metrics that describe the 
characteristics of the modification (e.g., the number of new and 
modified lines of code in the class). Also many studies in the fault 
prediction domain predict faults at the component or module level [15, 
17, 21-24, 31, 32, 35]. As we have shown in [40], the class level 
prediction, which we suggest in this paper, is of higher precision and 
therefore is likely to bring higher improvements.   
 
We arbitrarily select System A1 as the system on which we build our 
models. The models are later evaluated by applying them to System A2 
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and System B. In this way we check if our models are stable across 
different releases of the same system as well as across different 
systems. We show that the models increase the efficiency of fault 
detection in similar way in all three systems.  
 
The rest of the paper is structured as follows: in Section 2 we present 
the work that has been done by others in the area of fault prediction. 
Section 3 describes the methods we have used for model building and 
evaluation. Section 4 presents the results we have obtained. In Section 
5 we discuss our findings and different validity issues. In the last 
section (Section 6) we present the most important conclusions from our 
study. 

2. Related work 
 
Fault prediction models that predict the number of faults or the fault 
density are very common in literature (e.g., [7, 8, 30, 33, 43, 44]). The 
most typical methods for building prediction models are different 
variants of linear regression (e.g., [7, 8, 30, 32, 43, 44]). Other methods 
include, e.g., negative binomial regression [33]. Usually the 
construction of prediction model starts with selecting independent 
variables (variables that are used to predict the dependant variable - 
faults). The most common candidates are different code metrics (e.g., 
[21, 35, 44]) or variations of Chidamber and Kemerer (C&K) [9] object 
oriented metrics (e.g., [5, 10, 44]). There are also studies that take 
historical information about the code fault-proneness into account (e.g., 
[33-35]). The initial set of independent variables is often large (e.g., 
over 200 metrics in [14]). A common assumption is that models based 
on a large number of variables are less robust and have lower practical 
value (more metrics have to be collected) [7, 11]. Therefore, the first 
step of model building usually involves a reduction of the number of 
metrics. A commonly used method for the dataset reduction is a 
correlation analysis ([7, 10, 44]). It is usually used to detect highly 
correlated metrics. Highly correlated metrics can, to a large extent, 
measure the same thing (e.g., the number of code lines and the number 
of statements are usually highly correlated because both measure size). 
Including them into the model causes a risk for multicolinearity [7]. 
Multicolinearity is especially risky when regression models are built. It 
leads to “unstable coefficients, misleading statistical tests, and 
unexpected coefficient signs”[11]. Correlation analysis is also used for 
selecting independent variables to predict faults (e.g., [31, 44]). Only 
those metrics that are correlated with faults are good fault predictors.  
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Below, we present studies in which fault prediction models were built. 
For each study we describe the set of metrics used, the metric selection 
criteria, and the results obtained. In the cases of prediction models built 
using linear regression we also quote R2 values. R2 is a “goodness-of-
fit” measure that describes how well the model fits the data it was built 
on. It describes the proportion of variability of variable predicted by the 
model [20]. Therefore, it has values between 0 and 1 [27]. The closer 
R2 is to 1 the better is the prediction model. For details concerning the 
calculation of R2 see Section 3.3.  
 
In [44], Zhao et al. compare the applicability of design and code 
metrics to predict the number of faults. The analyzed system is one 
release of a large telecommunication system. The authors do not say if 
the code analyzed is new or modified. The design metrics collected are 
mostly different SDL related metrics (the number of SDL diagrams, the 
number of task symbols in SDL descriptions, etc.). The code metrics 
included the number of lines of code, the number of variables, the 
number of signals, and the number of if statements. The initial selection 
of metrics is based on the correlation analysis. To build the models the 
authors use the stepwise regression, which additionally eliminates the 
metrics that are not good as fault predictors. The authors conclude that 
both code and design metrics are applicable and give good results. 
However, in this study, the best fault prediction is obtained when both 
types of metrics are included in the same model. R2 values obtained in 
this study are 0.63 for the design metrics model, 0.558 for the code 
metrics model, and 0.68 for the model based on design and code 
metrics. 
 
The applicability of object-oriented metrics for predicting the number 
of faults is evaluated by Yu et al.[43]. The analyzed system consists of 
new classes only. The set of metrics used is largely based on C&K 
metrics [9]. The authors evaluate univariate and multivariate models. 
The best univariate model is based on the Number of Methods per 
Class metric (R2 = 0.423). The results of univariate regression are used 
to select metrics for multivariate regression. For the metric to be 
selected, the univariate regression model based on it has to be 
significant (t-test) as well as it has to account for a large proportion of 
variability of the predicted value. However, in practice, the authors 
only reject the variables from the insignificant models. Finally, six 
different metrics are included in the proposed regression model, i.e., 
Number of Methods per Class, Coupling, Response for Class, Lack of 
Cohesion, Depth of Inheritance, and Number of Children. The R2 
statistic of this model is 0.597. The authors also show the model based 
on all ten metrics they collected. This model has the R2 value equal to 
0.603. 
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Cartwright and Shepperd [7] present a study in which they predict 
faults in object oriented system. The metric suite they use consists of 
some of the object-oriented C&K metrics (Depth of Inheritance, and 
Number of Children), some code metrics, and some metrics that are 
characteristic for the development method employed (Shlaer-Mellor). 
The authors obtain very high prediction accuracy. Their best univariate 
linear model is based on the number of events in the class and has R2 = 
0.876. The authors show that the accuracy of the model can be 
increased by adding a variable indicating if the class inherits from some 
other class (R2 = 0.897.).  
 
Unlike our study, the studies described above do not focus specifically 
on modified code. However, they are very good examples of how fault 
prediction models are build as well as what kind of data fit can be 
expected from them. 
 
There are also studies that attempt to predict faults in modified systems. 
Nagappan and Ball [29] evaluated the applicability of relative code 
churn measures to predict the fault densities of software units. As 
relative code churn measures they understand the amount of code 
change normalized by the size of the code unit the change was 
introduced to. Their study was based on the code churn between 
Windows Server 2003 and Windows Server 2003 Service Pack 1. The 
authors concluded that the relative code churn measure could be used 
as predictor of a system’s fault density. Their best model achieved a 
data fit (R2) of 0.821. Munson and Elbaum [28] analyzed a large 
software system and they also noticed that relative measures are very 
good predictors of the fault-proneness of modified code. The metric 
they evaluated was the relative complexity of modified modules. They 
showed that this metric was highly correlated with the fault density. 
Selby [37] reached a similar conclusion. He observed that the number 
of faults in a modified class tends to increase with the size of the 
modification of the class.  
 
 There are also other studies that attempt to assess the applicability of 
different metrics to predict faults. In most cases these are studies in 
which classification models were built, i.e., models that predict if there 
are faults in the module, not how many faults there are. From our 
perspective such studies are interesting, since they give an indication of 
metrics that are good predictors of fault-proneness. For example, El 
Emam et al. [10]  observes an impact of inheritance and coupling on 
the fault-proneness of the class. The relation between inheritance, 
coupling, and probability of finding faults in the class was also 
identified by Briand et al. [5]. In [17], Gunes Koru and Tian evaluate 
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the applicability of complexity measures to predict faults. They 
concluded that there is a relation between complexity and faults, but it 
is not linear and therefore complexity measures are not likely to be 
good fault predictors when used in linear prediction models, like our 
ones.  
When it comes to the evaluation, most classification models are 
evaluated against the percentage of correctly classified classes. Briand 
et al. [5] noticed that such an evaluation may have a low practical 
value. Even though the model may point to a minority of classes, these 
classes can potentially account for a majority of the code. The 
prediction models used for estimating the number of faults are usually 
evaluated against their “goodness of fit” to the data they were built on, 
i.e., using R2 statistic. Therefore, as we see it, there is a lack of studies 
evaluating prediction models from the perspective of gain, in terms of 
cost reduction, that can be expected from applying them. 

3. Methods 

3.1 Metrics suite 
 
In this study we base our prediction models on the metrics that describe 
the structure of the system, i.e., on code and design metrics. All metrics 
that we collect are summarized in Table 1. All our measurements are 
done at the class level. The design metrics are mostly metrics that 
belong to the classic set of object oriented metrics suggested by 
Chidamber and Kemerer (C&K metrics) [9]. The code metrics are 
different size metrics (e.g., the number of statements), metrics 
describing McCabe cyclomatic complexity (Maximum Cyclomatic 
Complexity) as well as metrics describing the size of modification 
(Change Size – the number of new and modified lines of code in the 
final system as compared to the previous release of the system). For 
each class we collect information about the number of faults that were 
found in the class as well as calculate the fault density.  
 
All product measurements mentioned in this study can be obtained 
automatically from the code using software tools. In this study we used 
the Understand C++ [1] application to obtain all the design and code 
metrics (apart from the ChgSize quantification) from the systems’ code. 
The ChgSize was quantified using the LOCC [39] application. The 
information about faults was extracted from an internal Ericsson fault 
reporting system. We understand that it would be highly desirable [25, 
26] to reveal some information about the raw data we collected. 
However, since these data are highly confidential, due to our agreement 
with Ericsson we are not allowed to do that.  



Improving Fault Detection in Modified Code  
- A Study from the Telecommunication Industry 

 

 165 

 

Table 1. Metrics collected in the study 

Name Variable Description 
Independent variables 

Coup Coupling Number of classes the class is 
coupled to [9, 13] 

NoC Number of Children Number of immediate 
subclasses [9] 

Base Number of Base Classes Number of immediate base 
classes [9] 

WMC Weighted Methods per 
Class 

Number of methods defined 
locally in the class [9] 

RFC Response for Class 
Number of methods in the 
class including inherited 
ones[4, 9, 31] 

DIT Depth of Inheritance 
Tree 

Maximal depth of the class in 
the inheritance tree[9, 12] 

LCOM Lack of Cohesion 

“how closely the local 
methods are related to the 
local instance variables in the 
class” [13]. In the study 
LCOM was calculated as 
suggested by Graham [16, 18] 

Stmt Number of statements Number of statements in the 
code 

StmtExe Number of executable  
statements 

Number of executable  
statements in the code 

StmtDecl Number of declarative  
statements 

Number of declarative  
statements in the code 

Comment Number of comments 
lines  

Number of lines containing 
comments 

MaxCyc Maximum Cyclomatic 
Complexity 

The highest McCabe 
complexity of a function from 
the class 

ChgSize Change Size Number of new and modified 
LOC (from previous release) 

CtC Ratio Comment to Code Ratio of comment lines to 
code lines 

Dependent variables 

Faults Number of faults Number of faults found in the 
class 

FaultDensity Fault density Fault density of the class 
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3.2 Model building 
 
We assume that the cost of performing fault detection is directly 
proportional to the size of the class. Therefore, our prediction models 
should identify the classes with the highest fault densities. Fault 
detection in such classes is the most efficient because it requires the 
least amount of code to be analysed to find a fault. Class analysis 
according to the model means that fault detection activities are 
performed on the classes in the order of their decreasing fault density 
predicted by the model. As we see it, the fault density can be predicted 
in two ways: 
 

- by predicting the fault density (Faults/Stmt) – the fault density is 
predicted by the model. 

- by predicting the number of faults (Faults) and dividing the 
predicted number of faults by the real class size (Stmt) – Faults are 
predicted by the model, while size (Stmt) is measured. 

 
In our study we evaluate both approaches. Even though they seem to 
predict the same thing, the prediction accuracy, given our set of metrics 
and our method of building models (regression), may be different for 
both of them. Linear regression, which we use for building models, 
attempts to predict the dependent variable as linear combination of 
independent variables. It may turn out that, e.g., linear combination of 
our metrics predicts fault density much more accurately than it predicts 
the number of faults. 
 
We evaluate six prediction models, three predicting the fault-density 
and three predicting the number of faults. The models are built using: 
 

- single metric – a model based on the single best fault (fault-density) 
predictor 

- selected metrics – a model based on a set of the best fault (fault-
density) predictors 

- all metrics – a model based on all metrics collected 
 
To find the single and the selected metrics we use the simplest method, 
which is the correlation analysis. Since it turned out that our data were 
not normally distributed we use Spearman correlation co-efficient, 
which is not dependent on normality assumption [42]. As selected 
metrics, we choose those that are correlated to the independent metrics, 
i.e., with correlation coefficient values not close to 0. In the case of our 
dataset it turned out that the lowest correlation among the metrics from 
the selected metrics model was 0.29. Additionally, the correlations of 
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our selected metrics with the dependent variables have to be significant 
at a 0.05 level (a standard significance level describing 5% risk of 
rejecting a correct hypothesis). In this way we eliminate the metrics 
that, due to a low correlation with the number of faults and the fault-
density, can not be considered useful for building prediction models. 
 
Our univariate models are built using linear regression. The 
multivariate models are built using stepwise multivariate linear 
regression. The univariate linear regression estimates the value of the 
dependant variable (i.e., the number of faults or the fault-density) as a 
function of one of the independent variables (i.e., code and design 
metrics) [36]: 
 

f(x) = a + b1x1    (1) 
 
Multivariate linear regression estimates the value of the dependant 
variable (i.e., the number of faults or the fault-density) using linear 
combination of independent variables (i.e., code and design metrics) 
[36]: 
 

f(x) = a + b1x1+b2x2+b3x3+…..+bkxk     (2) 
 
Stepwise regression is one of the methods that attempt to build a model 
on the minimal set of variables that explain the variance of the 
dependant variable. Other methods of that kind are forward (backward) 
regression. In these methods variables are added (removed) to the 
model until adding (removing) the next one does not give any benefit 
(does not change model’s ability to predict the dependant variable) 
[27]. We select stepwise regression because, compared to the forward 
regression, it additionally excludes variables that do not contribute to 
the model anymore [27]. Therefore, by using stepwise regression we 
hope to get models based on minimal sets of variables. Stepwise 
regression is used on the previously defined sets of metrics (All, 
Selected) and the final models are built on subsets of the previously 
defined sets of metrics, i.e., building a model on all metrics does not 
mean that all metrics are used in the final model but that all metrics are 
used as an input to the stepwise regression.  
 
For each model we calculate a coefficient of determination, R2, which 
is the standard measure of model’s “goodness-of-fit”. R2 measures the 
strength of the correlation between the actual and the predicted number 
of faults. The R2 equation is presented below (3): 
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where: iy  – the actual number of faults (or the actual fault density), 

iy) - the predicted number of faults (or the predicted fault density), y - 
the average number of faults (or the average fault density). 
 
The practical meaning of R2 is that it describes the proportion 
(percentage) of variability of the predicted variable accounted by the 
model [20]. The higher the R2 value is, the better the prediction model 
fits the data it is built on. R2 values range from 0 to 1 [27], where 1 
means the perfect model that accounts for all variability of the predicted 
variable (perfect prediction). R2 equal to 0 indicates that the model is 
useless as a prediction model. We include R2 for two reasons. First, it 
enables comparisons between our models. Second, it makes it possible 
to compare our results with the results obtained by other researchers, 
who usually quote R2 values obtained for their models (see Section 2 
for examples).  
 
Similarly to [44], we also evaluate the significance of the entire 
prediction model using the F-test [27]. We select a 0.05 significance 
level, i.e., if the significance of the F-test has a value below 0.05 then 
the prediction model is significant.  
 
All statistical operations connected with model building (i.e., 
correlation, stepwise regression and calculation of statistics connected 
with it) were performed using the statistical software package SPSS [2]. 

3.3 Model evaluation 
 
To evaluate our models we need some objective measurement of the 
accuracy of our models. We want to know what advantage can be 
expected from using our models as compared to not using any model at 
all. We also want to know how far our models are from the theoretical 
best model. A good prediction model must also give good results when 
it is applied to the data other than the one it was built on.  
 
To measure the objective “goodness” of our models we introduce three 
reference models: 
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- Random model – this model describes a completely random search 
for faults. The results obtained by this model are, on average, the 
results we could expect when no model is used and the order in 
which the classes are analyzed is random. 

- Best model – this is a theoretical model that makes the right choices 
about which classes to analyze. In this model the classes are selected 
according to their actual fault density. According to our criteria, it is 
impossible to do better than that. 

- Size model – a common (mis)conception [11] is that bigger classes 
tend to have more faults and higher fault densities. Therefore, we 
introduce a model in which the classes were analyzed based on their 
size (bigger classes are analyzed earlier).  

 
A comparison of our models with the Random model gives us an 
indication if following our model is better than not following any 
model at all. The Best model gives us an indication of how good a 
model can get, and how far we are from being perfect. The Size model 
might often be encountered in real life situations because of its 
simplicity, as well as because many models suggested in literature 
actually tend to correlate with size [11]. By including this model we 
can evaluate it against our criteria of efficiency improvement as well as 
compare our models with it. 
 
To check if our models are good prediction models, i.e., if they can be 
successfully applied to different projects, we build our models based on 
data from one of the projects only (System A1) and we apply them to: 
 

- Project A1, on which the models are built 
- Project A2, which is a different (next) release of Project A1 
- Project B, which is a completely different project 
 

By comparing how well our models work in Project A1 and Project A2 
we get an indication if they are stable across different releases of the 
same system. By comparing how well the models work in Project A 
and Project B we get an indication if they are stable across different 
systems. The stability is required because a prediction model is 
normally used to predict faults in projects/releases other than those it 
was built on.  
 
In order to compare the models’ performance both within and between 
systems we use three complementary comparison methods for assessing 
model “goodness”. Generally, the “goodness” of the model is measured 
by the amount of code necessary to analyze in order to detect a certain 
number of faults, i.e., a model is better if by following it we are able to 
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detect more faults by analyzing the same amount of code compared to 
another model.  
 
Our first comparison method is a diagram plotting the percentage of 
faults detected against the percentage of code that has to be analyzed to 
detect them. On every diagram we include our reference models 
(Random, Size, and Best model). By comparing how well our models 
do in relation to the Random model and to the Best model we are able 
to assess how good the models are and compare their performance in 
different systems.   
 
The second method attempts to perform a quantification of the model’s 
“goodness”. Our Gain metric quantifies the ratio of an improvement 
offered by our model over the Random model to the theoretical 
maximum improvement possible. The calculation steps for the Gain 
metric are presented in Figure 1. Eq.1 in Figure 1 presents the way in 
which the Gain metric is calculated. In Eq.1 IOR stands for 
Improvement Over Random. The IORModel measure quantifies the 
overall improvement over the Random model that is offered by Model. 
On our diagrams, on which we plot the percentage of faults detected 
against the percentage of code that has to be analyzed to detect them, 
such an improvement over the Random model corresponds to the size 
of area between the Random model and Model (see Figure 2). 

Figure 1. Calculation of the Gain metric. Model(i) is the percentage of faults found if 
analyzing the i-th class according to the Model, Random(Code(Model,i)) is 
the expected percentage of faults detected if analyzing the same amount of 
code as in case of Model(i) but not following any model at all, n is the 
number of classes. The details regarding calculation steps can be found in 
Section 3.3. 
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To calculate IOR we divide the area between the Random model and 
Model into a number of parallelograms equal to the number of classes 
in the system, and we sum their areas (see Eq. 2 in Figure 1). In Eq. 2, 
n is the number of classes in the system, Code(Model,i) is the 
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percentage of code that must have been covered when analyzing the i-
th class according to the Model. It must be remembered that in order to 
analyze the i-th class according to Model we must have analyzed all the 
classes with predicted fault densities larger than the predicted fault 
density of the i-th class, which means that Code(Model,i) consists not 
only of the size of the i-th class but also the sum of all sizes of classes 
with predicted fault densities larger than the predicted fault density of 
the i-th class. DTR stands for Distance To Random. Figure 1, Eq.3 
presents the way DTR is calculated. In Eq.3, Model(i) is the percentage 
of faults detected when analyzing the i-th class according to the Model. 
Random(Code(Model,i)) is the expected percentage of faults that we 
would detect using the Random model when analyzing the same 
amount of code as when analyzing the i-th class according to the 
Model.  

Figure 2. Improvement Over Random (IOR) for a Model is defined as the size of area 
between the Model and the Random model (checkered area on the figure) 

 
The Gain metric gives a normalized value between -1 and 1, where 1 
describes the Best model and -1 describes the worst possible model. It 
is so, because it is impossible to do better than the Best model and it is 
also impossible to do worse than the worst possible model, in which all 
the classes are selected according to their increasing actual fault 
density. Therefore, IORWorst = -IORBest, which explains the -1 value. 
The Random model in this scale gets value 0, which means that all 
models with Gain lower that 0 are worse than the Random model and 
all those with gain over 0 are an improvement over the Random model. 
The Gain metric quantifies only the average gain from using the model. 
As every average, it might be missing some important details. 
Therefore, we use it together with previously described diagrams 
presenting the gain from using the model for different percentages of 
the code. They give more insight in how the models actually perform.  
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Our final, third method of assessing model “goodness” is by checking 
the statistical significance of the difference between the performance of 
a model and the performance of Random model. The analysis of the 
graphs described before can give some conclusions regarding the model 
“goodness” but based on them it is hard to say to what extent the 
improvement over the Random model is statistically significant. 
Therefore, for each model, we perform the statistical analysis is which 
we test the following null hypothesis: 
 

H0: the expected mean distance between tested model and Random 
model equals zero 

 
where as distance we understand Distance To Random (DTR), defined 
before. Statistical tests appropriate for testing this hypothesis according 
to [42] are paired t-test and its non-parametric alternative Wilcoxon test 
(Wilcoxon Signed-Rank Test). Since our data were not normally 
distributed we applied the non-parametric test, i.e., Wilcoxon test.   
 
The Wilcoxon test is performed in the following way [42]: first for 
every data point the distance between the Random model and the 
examined model is calculated. The distances are basically DTRs, as we 
defined them before. Absolute values of DTRs are ranked, and the 
sums of positive ranks (T+) and negative ranks (T-) are calculated. As 
the test statistic T of the Wilcoxon test the smaller of these two values 
is used, i.e., T=min (T+,T-). This value can be compared against 
tabularized values for desired significance level. For large samples it 
can be approximated by a normal random variable as described in [3]. 
SPSS, the statistical package used by us, reports the significance level 
for each test. Therefore, we do not need to pre-select the desired 
significance level for our test – we base our analysis on the highest 
confidence with which we can reject null hypothesis.  i.e., if SPSS 
reports the significance of 0.05 it means that with 95% confidence we 
can reject the null hypothesis that our model’s performance does not 
differ from the performance of the Random model.   

4. Results 

4.1 Model building 
 
As described in Section 3.2 our models are built using the data from 
System A1. We begin the model building with a correlation analysis. 
The results of the correlation analysis are presented in Table 2. The 
main purpose of the correlation analysis is to identify metrics that are 
the best single predictors of the number of faults and the fault-density 
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(we look for single metrics with the highest correlations with the 
number of faults and the fault density). From Table 2 it can be noticed 
that ChgSize is the best predictor for both values (correlation values in 
bold in Table 2). Therefore, we select this metric to build the prediction 
models for the number of faults and the fault-density based on one 
metric. 

Table 2. The correlation analysis (Spearman correlation co-efficient) of the metrics 
collected from System A1. The correlations with a grey background are NOT 
significant at 0.05 significance level. The correlation of the best individual 
predictor of fault number and fault density is in bold. 

 

 
 Base Coup NOC WMC RFC 

Com
ment 

Stmt 
Stmt 
Decl 

Stmt 
Exe 

Max 
Cyc 

DIT 
LCO

M 
CtC 

Chg 
Size 

 Base 1              

 Coup 0.35 1             

 NOC -0.13 0.06 1            

 WMC 0.23 0.76 0.18 1           

 RFC 0.63 0.68 0.07 0.82 1          

 Comment 0.21 0.73 0.05 0.80 0.68 1         

 Stmt 0.15 0.67 0.09 0.74 0.62 0.84 1        

 StmtDecl 0.01 0.57 0.08 0.61 0.44 0.73 0.86 1       

 StmtExe 0.25 0.72 0.10 0.79 0.70 0.83 0.92 0.64 1      

 MaxCyc 0.21 0.65 0.09 0.65 0.56 0.73 0.83 0.51 0.93 1     

 DIT 0.97 0.35 -0.13 0.22 0.61 0.20 0.11 -0.01 0.22 0.12 1    

 LCOM -0.08 0.3 0.18 0.37 0.15 0.32 0.20 0.38 0.11 0.07 -0.08 1   

 CtC 0.18 -0.01 -0.06 -0.02 0.07 0.12 -0.36 -0.34 -0.24 -0.26 0.21 0.06 1  

 ChgSize 0.07 0.48 0.02 0.47 0.40 0.59 0.68 0.7 0.50 0.42 0.04 0.28 -0.25 1 

 Faults 0.00 0.43 0.02 0.47 0.41 0.54 0.52 0.48 0.48 0.38 -0.01 0.15 -0.1 0.6 
 FaultDensity -0.03 0.35 0.01 0.39 0.32 0.46 0.42 0.4 0.36 0.29 -0.04 0.15 -0.05 0.53 

 
The second reason for performing the correlation analysis is to 
eliminate the metrics that can not be considered useful for building our 
prediction models (see Section 3.2 for details). The remaining metrics 
are used to build the model based on “selected metrics”. It turned out 
that we removed the same metrics for the model that predicts the 
number of faults and the model that predicts the fault-density. We have 
decided not to use the following metrics in “selected metrics” models: 
 

- Base, NOC, CtC, DIT – due to their low correlation with the faults 
and with the fault density and due to low significance of the 
correlation 

- LCOM – due to the low correlation with the faults and with the 
fault-density 

- Comment – due to a unsure meaning of this metric and its 
correlation to size 
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We find the high positive correlation between Comment and Faults 
quite surprising. There are some possible explanations of that 
phenomenon, like considering the number of comments as a measure of 
human perceived complexity. We exclude this metric from selected 
metrics, because it is difficult to assure that the “commenting style” is 
maintained between the projects (there are no explicit guidelines 
concerning this in either of the analyzed projects). Therefore, it is 
difficult to say if prediction models based on Comments would be 
stable also in other products/other releases of the same product.  
 
In the study we build six different prediction models based on the data 
from System A1. Their names, independent variables and outputs are 
summarized in Table 3. The models are built using stepwise regression. 
The significance of each model’s coefficient is checked using the t-test. 
The hypothesis tested is that the coefficient could have value 0, which 
would imply a lack of relationship between the independent and 
dependant variables (and therefore would make the original model the 
best, but not a meaningful mathematical relation between both 
variables) [36]. It turned out that all coefficients were significant at the 
0.05 level. The significance of the entire model is tested using the F-
test. The goodness-of-fit of each model is assessed using the R2 

statistic. The actual models are presented in Table 4. 

Table 3. A summary of our models. Single metric: ChgSize. Selected metrics: Coup, 
WMC, RFC, Stmt, StmtDecl, StmtExe, MaxCyc, ChgSize. 

Name Based on Predicts 
AllNumber All metrics Number of faults 
SelectedNumber Selected metrics Number of faults 
SingleNumber Single metric Number of faults 
AllDensity All metrics Fault density 
SelectedDensity Selected metrics Fault density 
SingleDensity Single metric Fault density 

 

4.2 Model evaluation 
 
As it can be noticed in Table 4 all our models are significant according 
to the F-test. By looking at the R2 values we can see that the goodness-
of-fit is better for the models predicting the number of faults compared 
to those predicting fault-densities. Apparently, given our set of metrics, 
it is easier to predict the number of faults than the fault-density. As we 
expected (see Section 3.2) the models based on all metrics (AllNumber 
and AllDensity) have a better fit compared to their counterparts based 
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on a limited number of metrics (see the R2 values in Table 4).  They 
may, however, suffer from the multicolinearity problem – e.g., 
according to the AllNumber model the number of faults increases with 
Comments and decreases with StmtExe, which is difficult to explain 
since both StmtExe and Comments are positively correlated with the 
number of faults (see Table 2).   

Table 4. Prediction models obtained using stepwise regression based on data from 
System A1. R2 describes goodness-of-fit (values closer to 1 indicate better 
fit), Sig. is significance level of F-test. F, R2, and Sig. quoted for AllNumber, 
SelectedNumber, and SingleNumber concern the models that predict the 
number of faults. These models are divided by Stmt in Equation section in 
order to provide the fault density prediction. 

Model Equation R2 F Sig. 

AllNumber 
FaultDensity = (0.004 * Comment + 0.003 * 
ChgSize - 0.677 * Base + 0.276 * Ctc - 0.003 * 
StmtDecl - 0.005 * LCOM + 0.010 * RFC - 
0.001*StmtExe + 0.089)/Stmt 

0.752 75.944 0.0 

SelectedNumber FaultDensity = (0.004*ChgSize+0.001*StmtExe-
0.002*StmtDecl + 0.008)/Stmt 0.585 96.412 0.0 

SingleNumber FaultDensity = 0.005*ChgSize/Stmt 0.550 252.84 0.0 

AllDensity 
FaultDensity = 54.040*CtC  +  0.115*ChgSize  -  
42.431*DIT  -  0.096*Stmt  +  3.036*Coup  +  
0.670*RFC  -  19.685 

0.479 30.997 0.0 

SelectedDensity FaultDensity=0.184*ChgSize-0.138*Stmt + 
2.429*Coup + 1.057*WMC  +  2.748 0.280 19.815 0.0 

SingleDensity FaultDensity=0.081*ChgSize   +   12.739 0.058 12.742 0.0 

 
 
Our main model evaluation is performed from the perspective of the 
fault detection efficiency improvement that they offer. We use each 
model as an indicator of the order in which the classes should be 
analyzed. For the models that predict the fault-density (AllDensity, 
SelectedDensity, SingleDensity) we order the classes according to the 
output of the model, so that we analyze classes with the highest 
predicted fault-density first. In the models that predict the number of 
faults (AllNumber, SelectedNumber, SingleNumber) the predicted 
number of faults is divided by the class size (Stmt). This partially 
predicted density measure is used to select the classes for analysis.  
 
Our evaluation consists of three steps. First, for each model we plot a 
graph in which the percentage of faults detected is mapped to the 
percentage of code that has to be analyzed to detect them. The model is 
considered better than the other one if, by following it, we are able to 
detect more faults by analyzing the same amount of code. Later we 
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calculate the Gain for each of our models. For details concerning the 
Gain metric see Section 3.3. Finally, we check if the differences 
between our models and the Random model are statistically significant. 
 
To benchmark our models we include three reference models in the 
evaluation. The reference models are presented in Figure 3. By 
comparing the Best and the Random model in Figure 3 we can see that 
there is a large room for improvement that can be filled using a fault 
prediction model. For example, if we inspect 20% of code randomly, on 
average we would find 20% of faults. However, by inspecting the most 
fault prone 20% of code we can find 60%, 80%, or even almost 100% 
of faults for System A1, System A2, and System B, respectively (see 
Figure 3). That is three, four, and five times as much as by inspecting 
the code randomly. Therefore, a model that tells us which part of the 
code to analyze first can potentially result in cost savings and increased 
quality of software. In all future figures we include the Best, Random, 
and Size models (always in dashed line) in order to provide reference 
points for evaluating our models. 
 
The second conclusion from analyzing Figure 3 is that the Size model 
does not help very much when it comes to increasing the efficiency of 
fault detection. In fact, it is either about as good as the Random model 
(System A1, and System B) or even worse than the Random model in 
the case of System A2. Neither of our cases supports the theory that the 
size affects fault density and that the Size model can be used to predict 
fault density.  
 
When evaluating our models we start with evaluating the fault detection 
efficiency improvement gained by using the models that predict the 
number of faults (AllNumber, SelectedNumber, SingleNumber). The 
results are presented in Figure 4. As it can be noticed all three models 
present an improvement over both the Random model as well as the 
simple Size model. This holds true not only for System A1, on which 
the models are built, but this is also very clear for System A2 and 
System B. Our models seem to be stable and to work similarly well in 
all systems. 
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The evaluation of the models’ performance when applied to System A2 
and System B indicates which models are the most promising ones as 
prediction models, i.e., which models are the best for predicting faults 
in projects other than the project they are built on. It seems that the 
least complex model (SingleNumber) works best. For example, both in 
System A1 and System B the model makes it possible to detect over 
80% of faults by examining only 40% of the code. It is, on average, 
twice as many faults as we would detect when inspecting the code 
randomly and only about 10%-15% less than the possible maximum 
described by the Best model.  
 
After evaluating the models that predict the number of faults we 
perform an evaluation of the models that predict fault density. The 
performance of the SingleDensity, SelectedDensity, and AllDensity 
models is presented in Figure 5. As in the case of models that predict 
the number of faults, the models that predict the fault density in most 
cases have a clear advantage over the Random model. Although the 
gain from using them is slightly but noticeably lower compared to the 
models that predict the number of faults (compare with Figure 4) the 
density prediction models are still an improvement over not using any 
model at all (i.e., using Random model).  
 
When it comes to evaluating the stability, the SingleDensity and 
SelectedDensity models are stable in providing improvement over the 
Random model in all three systems. The AllDensity model works well 
in System A1 and System A2, but it does not in System B. It is 
probably an example of overfitting – the model is very much based on 
the unique characteristics of System A, which are present in two 
subsequent releases of the same system A (A1 and A2) but are not 
present in System B.  
 
As a next step, we calculate the Gain for our models (see Section 3.3 
for details concerning the Gain metric). The results are presented in 
Table 5. In Table 5 we quantify the gain for each model when applied 
to each system as well as provide an average gain for each model. The 
numbers from Table 5 support our findings from the analysis of the 
diagrams. From the models predicting the number of faults, 
SingleNumber dominates over the other two models. The 
SelectedDensity model is the best model from the models that predict 
fault density. The SingleNumber model seems to be the best model of 
all, since it provides, on average, 57% percent of the maximum gain 
possible. SelectedNumber comes second, providing on average 49% of 
the maximum efficiency gain. Once again the poor performance of the 
Size model is confirmed – in all cases it is actually worse than the 
Random model.  
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Table 5. The quantification of the Gain from using the model. Gain measures the 
improvement of the efficiency over the random model as a percentage of the 
improvement offered by the Best model. The closer the values are to 1 the 
better the model is. Values larger than 0 indicate that the model offers an 
improvement over Random model. For details concerning the Gain metric 
see Section 3.3. 

 Single 
Number 

Selected 
Number 

All 
Number 

Single 
Density 

Selected 
Density 

All 
Density Size 

System A1 0,42 0,43 0,52 0,32 0,22 0,38 -0,09 

System A2 0,75 0,55 0,57 0,41 0,61 0,60 -0,54 

System B 0,55 0,49 0,35 0,47 0,51 0,16 -0,06 

Average gain 0,57 0,49 0,48 0,40 0,45 0,38 -0,23 

 
Finally, we check if the differences between our models and the 
Random model are statistically significant. The hypothesis about 
equality of models was tested using Wilcoxon test (see Section 3.3 for 
details regarding the test and the interpretation of results). For all 
models (SingleNumber, SelectedNumber, AllNumber, SingleDensity, 
SelectedDensity, AllDensity, Size model, Best model) applied to all 
systems (System A1, System A2, System B) SPSS reported that the 
hypothesis about the equality of models can be rejected at 0.000 level, 
which practically means that the differences are significant for any 
conventional significance level. Additionally, the hypothesis for the 
Size model was rejected based on positive ranks, while for all other 
models it was rejected based on the negative ranks. It might be 
considered an indication, that the Size model is worse than the Random 
model (the sum of negative ranks was greater than sum of positive 
ranks – see Section 3.3 for details), while all other models are better, 
which supports our conclusions from the analysis of figures 3-5.   

5. Discussion 

5.1 Findings 
 
The results obtained in our study are promising. All our models 
(AllNumber, SelectedNumber, SingleNumber, AllDensity, 
SelectedDensity, SingleDensity) represent a significant improvement 
compared to the Random model. It means that, when focusing fault 
detection efforts on a portion of the code only, more faults would be 
detected when using our model compared to analysing the classes in a 
random order. The exact value of the gain depends on the model 
selected, and the percentage of code analysed. 
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By analyzing Table 5 we can see that the best results are obtained when 
using the SingleNumber model. When applied to our three systems on 
average it produces 57% of the improvement of the Best model. The 
application to System A2 brings 75% of the maximum possible 
improvement. Application to System B brings 55% of the maximum 
possible improvement. The second best model, SelectedNumber, in the 
same situation brings 55% and 49% of the maximum possible 
improvement.  
 
It is worth noticing that both our best models work well when relatively 
small percentages of code are analysed (see Figure 4 for SingleNumber 
and Figure 5 for SelectedDensity). For example, when we analyze 
about 40% of the code, then by following our two best models we 
should detect about 80% of faults. This is twice as many as if we were 
not following any model. A good performance when analyzing small 
percentages of code is probably of the largest practical value. This is 
the practical situation in which prediction models are most useful. If we 
decide to inspect 80% of the code even without using any model we 
already have a large statistical chance of finding many faults (80% on 
average). Therefore, using models in such a case must lead to a smaller 
benefit, basically because there is a much smaller room for 
improvement. 
 
Another interesting finding from Table 5 is that in case of almost all 
models their performance is better when they are applied to System A2 
compared to their performance when they are applied to System B. This 
seems to be reasonable, as System A2 is the next release of System A1 
on which the models were built. It might mean that models produced 
within one product line have the best potential accuracy. However, this 
does not need to be a rule –in our case too we can see that in some 
cases our models work better in System B than in System A2, e.g., 
SingleDensity. The models that do exceptionally bad when applied to 
System B are the models based on all metrics (AllNumber, and 
AllDensity). An explanation might be that such models tend to overfit 
the dataset they were built on and therefore lack generality. AllNumber, 
and AllDensity work reasonably well in the case of System A2 but 
significantly worse in System B. This is the most apparent in case of 
the AllDensity model, which provides 60% of the maximum 
improvement in System A2 and only 16% in the case of System B.  
That would suggest that the models based on large number of metrics 
(i.e., AllDensity, AllNumber) are tightly fit to the unique characteristics 
of System A, which are present in System A1 and A2 but are not 
present in System B. Therefore, it seems that models based on a smaller 
number of metrics have better potential for stability and transferability 
to systems other than the system they were built on.  
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One more general finding from our study is that for modified code the 
class size is not a good predictor of fault density. This can be observed 
in Table 5, where the application of the Size model brings bad results in 
all our systems. In all cases the Size model is, on average, even worse 
than the Random model. Table 5, however, only presents average 
values. It might be that the Size model works well when a small 
percentage of code is analyzed and becomes really bad afterwards. 
Such a situation would indicate some applicability of the Size model. 
However, by analyzing Figure 3 we clearly see that it is not the case. In 
neither of our systems the Size model is significantly better than the 
Random model for small percentage of the code (only in System A1 it 
is slightly better for the first 30% of the code, but the improvement is 
not large). 
 
Our results also support findings of other researchers [29, 37] that 
considered relative modification measures (i.e., the size of modification 
divided by the size of a code unit) as the best for predicting fault 
densities of modified classes. Our most successful model, 
SingleNumber, is based on such a relative modification measure.  
 
Another general finding is that our dataset supports the Pareto principle 
(majority of faults are accumulated in a minority of code) for modified 
code. It is, however, difficult to pin-point which Pareto principle it 
exactly supports. It seems that System A1 follows the 60/20 rule stating 
that 60% of the faults can be found in 20% of the code. System A2 is 
closer to the classical 80/20 rule, while System B actually supports the 
extreme 80/10 rule.  

5.2 Validity 
 
As suggested in [42] we distinguish between four types of validity: 
internal, external, construct and conclusion validity. 
 
The internal validity “concerns the causal effect, if the measured effect 
is due to changes caused by the researcher or due to some other 
unknown cause” [19]. Since our study is mostly based on correlations, 
by definition we can not claim the causal relationship between our 
dependant and independent variables. However, it is also not our 
ambition to claim that. There can be (and probably is) an underlying 
third factor that demonstrates itself in both dependent and independent 
variables and therefore it is possible to predict one of them using 
another. Because of that, by finding correlations we are able to build a 
useful prediction model.  
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The external validity concerns the possibility of generalising the 
findings. The study was performed on two systems, which are 
representative for systems of their class (i.e., telecommunication 
systems). The systems are rather large (up to 600 KLOC). In order to 
increase the external validity we have evaluated the models using the 
data different from the data used to build the models. One threat to 
external validity can be that all systems used in this study are 
telecommunication systems and that they were produced in the same 
company, which may make them somewhat similar. In the future we 
plan to evaluate our models in other kinds of systems developed by 
other companies. 
 
The construct validity ”reflects our ability to measure what we are 
interested in measuring” [19]. One thing that may be worth discussing 
is the assumption that an effort connected with the fault detection 
activities is proportional to the size of the class. Many other studies 
consider the cost of detecting faults in the class to be a fixed value and 
therefore evaluate models only by how well they detect faults. We 
believe that the size of a class is a better cost indicator. At first we also 
considered the size of a change as a possible effort estimation metric. It 
is, however, not enough to analyse only the modified code, since the 
modification can violate some more general class assumption and result 
in fault in a part of the class that was not modified. Therefore, we 
selected size of the class for estimating analysis effort. 
The conclusion validity concerns the correctness of conclusions we 
have made. When discussing conclusion validity we want to assess to 
what extent our conclusions are believable. The conclusion validity is 
mostly interested in checking if there is a correct relationship (i.e., 
statistically significant) between the variables. Therefore, where 
possible, we have presented the statistical significance of our findings.  

6. Conclusions 
 
The goal of this study was to build prediction models that would 
increase the efficiency of fault detection in modified code. We have 
built a number of models based on data collected from one release of a 
large telecommunication system. The objective of the model was to 
predict fault density in the classes. The models were evaluated using 
the next release of the system on which the models were built, as well 
as another large telecommunication system. The evaluation was 
performed against three reference models: a model based on random 
selection of the classes for analysis, the theoretical best model, and a 
simple model based on the size of the class.  
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We have found that our models provide a stable improvement 
compared to both the random and the size-based models. Our models 
are able to provide, on average, 38% to 57% of the maximal theoretical 
improvement in fault detection efficiency. The difference in 
performance of our models as compared to the random model was 
shown to be statistically significant. 
 
As the most promising, we have found a model that predicts the 
number of faults based on the number of new and modified lines of 
code. The output of this model is divided by the class size to obtain the 
fault density.  This model made it possible to achieve 75% of the 
maximum possible improvement when applied to the next release of the 
system on which it was built. When applied to a completely different 
system it achieved 55% of the maximum improvement. In both cases, 
these were the best results obtained for respective systems by any of 
our models.  
 
The second most promising model was the one that predicted the 
number of faults based on the number of new and modified lines of 
code, the number of declarative and the number of executable 
statements in the class. This model made it possible to achieve 55% of 
the maximum possible improvement when applied to the next release of 
the system on which it was built, and 49% when applied to a different 
system.  
 
We have also found yet another indication that models that consist of a 
small number of metrics that are highly correlated to faults tend to 
behave better when applied to a new dataset, as compared to models 
which use a large number of metrics. Models that use many metrics 
tend to overfit the dataset on which they were built, which makes them 
less stable when applied to other datasets.   
 
In this study we have also managed to find empirical evidence for a 
number of popular hypotheses concerning faults. Our findings support 
the findings of those researchers that consider the relative size of 
modification as the best fault density predictor in modified code. Our 
datasets also comply with the Pareto principle. We have found an 
evidence of the 60/20 rule (60% of the faults can be found in 20% of 
the code), but also the 80/20 and even the 80/10 rule. Another finding 
concerns the applicability of the size metric to predict the fault density. 
We have shown that for modified classes the class size is a poor 
predictor of class fault-density. 
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Abstract 
 
In this paper we suggest and evaluate a method for predicting fault 
densities in modified classes early in the development process, i.e., 
before the modifications are implemented. We start by establishing 
methods that according to literature are considered the best for 
predicting fault densities of modified classes. We find that these 
methods can not be used until the system is implemented. We suggest 
our own methods, which are based on the same concept as the methods 
suggested in the literature, with the difference that our methods are 
applicable before the coding has started. We evaluate our methods 
using three large telecommunication systems produced by Ericsson. We 
find that our methods provide predictions that are of similar quality to 
the predictions based on metrics available after the code is 
implemented. Our predictions are, however, available much earlier in 
the development process. Therefore, they enable better planning of 
efficient fault prevention and fault detection activities.  
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1. Introduction 
 
A majority of software systems evolve during their lifetime. This 
system evolution causes many changes to be introduced in the original 
source code. Such code modifications are an important source of faults 
[9, 13, 20, 21]. It is widely known that faults are one of the major cost 
drivers in software development projects. Activities connected with 
fault handling account for a significant part of the project budget, e.g., 
in the study reported in [4] 45% of the project resources were devoted 
to testing and simulation. Therefore, any method that reduces the cost 
associated with faults handling is likely to bring significant project cost 
savings.    
 
The fact that about 60%-80% of the faults can be found in about 20% 
of the code modules [1, 11] and that about half of the code modules are 
usually defect free [1] shows that there is a potential for savings if we 
manage to focus our fault handling efforts on the portion of the code 
that actually contains faults. A popular method for identifying fault-
prone code is using a fault prediction model (e.g., [6, 11, 13-15, 22]). If 
we assume that the cost of finding faults in a class is proportional to the 
size of the class (like in [2, 3]) then, by selecting classes with the 
highest fault densities, such a prediction model increases the fault 
detection efficiency (i.e., the number of faults found per amount of code 
analyzed). As a result, more faults are removed within a given budget. 
Therefore, in this study we build models that predict fault density. 
 
Fault prediction models are usually based on different characteristics of 
the software, e.g., design or code metrics (e.g., [6, 22]). Some of those 
metrics are available only after the system is implemented, e.g., the 
number of lines of code or McCabe complexity [7]. There are also 
metrics that are available before the coding has started. For example, 
many design metrics, like the number of methods or coupling [5], can 
be calculated from the design documentation. Prediction models based 
on such design metrics are able to identify fault-prone classes even 
before these classes are actually modified. Being able to identify the 
most fault-prone classes so early in the development process makes it 
possible to apply preventive measures to such classes. For example, 
they can be assigned to more experienced developers or an increased 
number of code reviews/inspections can be planned for such classes.  
 
There are a lot of studies that attempt to predict faults in the modified 
code units [8, 10, 17, 19-21]. One general conclusion from these 
studies is that the most promising indicator of fault density of a 



Paper VI 

 196 

modified code unit is the relative size of the modification of this code 
unit, i.e., the size of the modification divided by the size of the whole 
code unit (see Section 2 for details concerning these studies).  
 
In this paper we apply the idea of a relative modification size to the 
metrics that are available before the system is implemented. We define 
a number of metrics, available at design time, that approximate the 
relative size of the modification. We evaluate their ability to predict 
fault densities of classes before these classes are implemented. We 
show that our metrics are able to predict fault densities of classes with 
accuracy similar to the accuracy of a prediction based on metrics that 
are available after the code is implemented.  
 
Our evaluation is based on data describing three releases of two 
telecommunication systems developed by Ericsson. These are large 
systems (about 1000 classes, 500 KLOC each) that are mission-critical 
for mobile network operators. Because of that, they undergo extensive 
and therefore expensive quality assurance before they are released to 
the market. The systems are mature and have been available on the 
market for over six years.  
 
The rest of the paper is structured as follows: in Section 2 we present 
work that has been done by others in the area of fault prediction in 
modified code. Section 3 describes the metrics we have defined to 
predict fault densities in modified classes. In Section 4 we present our 
evaluation method. Section 5 presents the results of the evaluation. In 
Section 6 we discuss our findings. In the last section (Section 7) we 
present the most important conclusions from our study. 

2. Related work 
 

As we indicated in the introduction there is a lot of research that aims at 
predicting faults in evolving systems. Nagappan and Ball [10] 
evaluated the applicability of relative code churn measures to predict 
the fault densities of software units. As relative code churn measures 
they understand the amount of code change normalized by the size of 
the code unit the change was introduced to. Their study was based on 
the code churn between Windows Server 2003 and Windows Server 
2003 Service Pack 1. The authors concluded that the relative code 
churn measure could be used as predictor of a system’s fault density. 
The measures described in [10] are typical code metrics. To calculate 
them the system must be implemented, which limits the usage of the 
prediction models to after the system is implemented. 
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Munson and Elbaum [9], analyzed large software system and they also 
noticed that relative measures are very good predictors of the fault-
proneness of modified code. The metric they evaluated was the relative 
complexity of modified modules. They showed that this metric was 
highly correlated with the fault density. 
 
Selby [17] reached a similar conclusion. He observed that the number 
of faults in a modified class tends to increase with the size of the 
modification of the class. The information about the modification of a 
file was also considered very useful by Ostrand at al. [12]. They 
noticed that modified files are very fault-prone – more fault prone than 
new files. 
 
We also performed studies (Paper V, Paper VII) in which we built 
models that predict fault densities in modified classes. We found that 
the most promising metric for estimating the number of faults in the 
modified code was the size of the modification, which we calculated as 
a number of new and modified lines of code in the class. As a 
consequence, the best fault density prediction metric was the relative 
modification size, obtained by dividing the size of the modification by 
the size of the class.  
 
In all studies described above the faults are predicted in modified code, 
but only after the system is implemented. There are also studies that 
report promising results when it comes to predicting faults before the 
implementation has started. For example, Zhao at al. [22] compared the 
accuracy of fault prediction using design metrics with the accuracy of 
fault prediction using code metrics. The authors concluded that the 
results obtained from models based on design metrics are even more 
accurate than the results obtained using code metrics only. The authors, 
however, did not say if the modules analyzed were new or modified. 
Also the design metrics collected are mostly different SDL related 
metrics (the number of SDL diagrams, the number of task symbols in 
SDL descriptions, etc.), which limits their usage to systems designed 
using SDL.  
 
There are studies that evaluate the applicability of other metric suits to 
predict faults. For example, Yu et al. [15] evaluated the applicability of 
the most common object-oriented metrics for predicting the number of 
faults. The authors obtained rather promising results but their study was 
based on new classes only. 
 
To check if object-oriented metrics are also applicable for predicting 
faults in modified code we performed a study [20], in which we 
compared the accuracy of fault predictions using object oriented 
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metrics with the accuracy of predictions using code metrics. It turned 
out that our results were similar when we used design or code metrics 
that described the characteristics of a final system. However, when we 
introduced the code metric describing the size of modification, it 
largely increased the quality of prediction using code metrics. This 
metric, alone, achieved higher prediction accuracy than all metrics 
describing the characteristics of a final system combined into one 
multivariate prediction model. Therefore, we concluded that to improve 
the quality of early (i.e., available before implementation) prediction of 
faults we must look for metrics that: 
 

- describe the characteristics of the modification  
- are available before the implementation is done 
 

In this paper we suggest such metrics and we evaluate their ability to 
predict fault proneness of modified classes.  
 

3. Predictor metrics  
 
As we indicated in previous sections, our goal is to find metrics that are 
available at the time when the new release of the system is already 
designed, but not yet implemented. The metrics should describe the 
relative size of modification (RelMod), i.e., the size of the modification 
divided by the size of the class: 

)Size(Class
ication)Size(ModifRelMod =

  
 (1) 

 
In studies where the prediction is performed after the code is 
implemented, such a metric was shown to be very successful for 
predicting fault densities  of modified files (see Section 2 for details). 
However, the task of obtaining such a metric is significantly simpler 
when the code is implemented. At that time we can simply measure 
Size(Modification), i.e., the number of added and changed lines of code 
in the class, and Size(Class), i.e., the number of code lines in the class.  
Both values are easily available from version control systems. 
However, at the design time none of these metrics are available. For 
that reason, they must be approximated by some other metrics. 
 
Typically size metrics measure the length of code and therefore they are 
based on counting the number of some language constructs, e.g., the 
number of statements, the number of code lines, or the number of 
operands. Even though all these metrics do not measure exactly the 
same thing, they usually tend to be highly correlated, which makes it 
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possible to predict one of them using another. One size metric of that 
kind that is available from the design documentation is the number of 
methods (NoM).  This metric was shown to be a very good predictor of 
the final size of the system measured in the number of code lines [16].  
In our study two metrics are based on the concept of counting methods: 
 

- NoM– the Number of Methods in the Class, which we use as a 
Size(Class) metric  

- NoACM – the number of Added or Changed Methods in the Class, 
which we use as a Size(Modification) metric 

 
One can argue that one problem with using NoM as a size metric is that 
the average size of a method (in lines of code) may be different in 
different classes. Studies like [16] show, that these differences tend to 
average out at the project level. However, since for modified classes we 
actually have information about the average size of the method, we 
decided to check if using this information improves the accuracy of a 
prediction. The average size of a method can be calculated from the 
previous release of the system. Therefore, we introduced a new metric 
ApproxSize (approximated size of the class) which we define in the 
following way: 

PrevRel

PrevRel
CurRel NoM

Size
NoMApproxSize •=

  
 (2) 

 
where CurRel indicates that the metric concerns the release for which 
we perform predictions, while PrevRel indicates that a certain metric 
concerns the previous release of the system. Obviously, we use 
ApproxSize as Size(Class) metric. 
 
Based on the metrics introduced above (NoM, NoACM, and 
ApproxSize) we defined two metrics describing the relative size of the 
modification. 
 
The first one, RelModNoM, measures the modification as the number of 
new or modified methods in the class in relation to the number of all 
methods in the class: 

NoM
NoACMRelMod NoM =

  
 (3) 

 
The second one, RelModApproxSize, uses the ApproxSize metric to 
approximate the size of the class. Therefore, RelModApproxSize is defined 
in the following way: 

ApproxSize
NoACMRelModApproxSize =

  
 (4) 
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4. Evaluation method 
 
The evaluation of our metrics is performed using the data collected 
from three releases of two large telecommunication systems developed 
by Ericsson. From now on, we call these systems System A1, System 
A2, and System B, where System A1 and System A2 are two 
consecutive releases of one system. As we indicated in Section 1, these 
systems are large, they comprise of about 1000 classes and about half a 
million code lines each. In the releases under study a significant amount 
of code was introduced as a modification of already existing classes. In 
System A1 44% of the code was introduced as the modifications of 
existing classes, in System A2 43% of the code introduced in this 
release was introduced in existing classes. In System B 37% of the code 
written in this release was written in existing classes. An interesting 
thing is that 78%, 60% and 62% of faults that were found in System 
A1, System A2, and System B, respectively, were located in modified 
classes. This clearly suggests that modified classes are an important 
source of faults.  
 
We evaluate our metrics (RelModNoM,, and RelModApproxSize) from the 
perspective of their applicability to predict the fault proneness of 
modified classes. We order classes in the order of their decreasing fault 
density. We evaluate the different metrics by plotting the percentage of 
faults that would be detected if analyzing a system according to its 
suggestion against the accumulated percentage of the code that would 
have to be analyzed. Since our prediction method is meant for modified 
classes in our evaluations we use only modified classes from the 
respective systems. 
 
To obtain a point of reference for our evaluations, we introduce two 
theoretical reference models: 
 

- Random model – the model describing a completely random search 
for faults 

- Best model – the model that makes only the right choices about 
which classes to analyze first 

 
The Random model provides a baseline for evaluating our predictions, 
as it describes what results, on average, we could expect if we analyzed 
the code not following any model at all. On average, by analyzing n% 
of code we find n% of faults. Therefore, the Random model looks the 
same for all systems. By comparing the performance of our prediction 
with the Random model we can see if our prediction method provides 
an improvement over not using any prediction method at all. 
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The Best model provides a boundary of how good the prediction can 
be. In this theoretical model the code units are selected according to 
their actual fault density.  The Best model looks differently for different 
systems, because it depends on the actual distribution of faults in the 
system. By comparing the performance of our prediction with the Best 
model we can see how far our prediction is from the best possible 
prediction. 
 
The models described above are theoretical models. Other studies (see 
Section 2 for details) indicate that the best prediction practically 
available can be obtained by using the actual relative size of code 
modification. Therefore, we additionally include this metric as a point 
of reference. The relative size of code modification (RelModCode) is 
defined as: 

NoLOC
NoACLOCRelModCode =

  
 (5) 

 
where NoACLOC is the number of added and changed lines of code in 
the class, while NoLOC is the total number of lines of code in the class. 
The reader must bear in mind that RelModCode is available only after the 
code is implemented. It can be seen as the current “state-of-the-art” in 
prediction of fault densities  in the modified classes. Therefore, it is not 
evaluated in our study but it is included in our evaluations as a point of 
reference. 

5. Results 
 
The results of the evaluation using System A1 are presented in Figure 
1. As can be noticed, there is no visible difference in the prediction 
quality between our metrics (RelModNoM and RelModApproxSize) and the 
relative modification metric measured after the code is implemented 
(RelModCode). This indicates that the fault densities of the classes in 
System A1 could be predicted equally accurately before the system was 
implemented and after the system was implemented. There is no 
obvious difference between the performance of RelModNoM and 
RelModApproxSize. 
 
On average, our prediction models provide about half of the maximum 
possible improvement over the Random model. This is not any formal 
quantification, but an observation based on the fact that in Figure 1 our 
predictions are placed more or less half way between the Random 
model and the Best model.  
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Figure 1. Evaluation of the applicability of metrics to predict the fault-densities of 
modified classes in System A1. 
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The results of evaluation using System A2 are presented in Figure 2. 
By analyzing Figure 2 we can see that RelModCode and RelModApproxSize

 

predict fault densities with a similar accuracy. Therefore, the best 
prediction available before the code is implemented gives similar 
results as the best prediction available after the code is implemented. 
The accuracy of RelModNoM is actually similar to the accuracy of the 
two remaining prediction models, apart from between 30% and 40% of 
code where it is clearly worse. Similarly to the results obtained when 
evaluating our prediction method using data from System A1, in 
System A2 our predictions offer about half of the maximal possible 
improvement. 
 
The results of the evaluation of our prediction methods using data 
collected from System B are presented in Figure 3. In Figure 3 we can 
see that the prediction using RelModCode is more accurate than any of 
the two prediction methods available at the design time. In practice, 
however, it is visible only when between 20% and 40% of the code is 
considered.  
 
In System B the prediction using RelModApproxSize seems to be more 
accurate compared to the prediction using RelModNoM, especially when 
low percentages of the code are considered (up to 30%). However, as in 
case of Systems A1 and A2, in System B the overall difference in 
performance between RelModApproxSize and RelModNoM is not large.  
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Figure 2. Evaluation of the applicability of metrics to predict the fault-densities of 
modified classes in System A2. 
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Figure 3. Evaluation of the applicability of metrics to predict the fault-densities of 
modified classes in System B. 
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Also similarly to the previous cases (i.e., System A1 and System A2) in 
System B the early prediction methods are stable in providing about a 
half of the maximum possible improvement over the Random model. 
The prediction using RelModCode seems to be more accurate here than in 
the previous cases – in Figure 3 the RelModCode for all percentages of 
the code is closer to the Best model than to the Random model.  

6. Discussion 
 
Our findings clearly show that it is possible to perform accurate 
predictions concerning the fault densities of modified classes at the 
design stage, i.e., before these classes are actually implemented. Our 
evaluation, in which we used three releases of large telecommunication 
systems, showed that in all three cases the quality of the prediction 
based on the data available before the implementation was comparable 
with the quality of the best prediction available after the code was 
implemented. These findings are promising, as they indicate that it is 
possible to obtain the information that can be used for planning fault 
detection and fault prevention activities at the time when this 
information is most needed, i.e., early in the development process.  
The results indicate that our method of approximating the size of code 
modification by using the information about the number of new and 
modified methods in the class works well and is accurate enough for 
making predictions. Also both our methods for approximating the final 
size of the class are accurate enough. It seems, however, that the 
method, in which we use the information about the size of the class 
from before the modification is slightly more accurate compared to the 
method that takes only the number of methods in the class into account. 
It can be observed because the predictions obtained using this 
approximation (i.e.,  RelModApproxSize) are very similar to the predictions 
using the actual size of the class after modification (i.e., RelModCode). 
 
One reason for the higher accuracy of predictions based on the number 
of methods and the size of the class from previous release of the system 
as compared to only using the number of methods might be that the 
spread of sizes of methods seems to be smaller within the classes than 
between classes. This can be explained by the fact that there is usually 
one person responsible for implementing a class and, therefore, this 
person’s “programming style” may make the methods similar in size. 
This is, however, only a hypothesis, which we have not evaluated in 
this study.  
 
On the other hand, by looking at figures 1-3 we see that the actual 
difference between RelModApproxSize and RelModNoM is, in practice, very 
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small. It would indicate that the sizes of the methods are not very 
different even between classes. It can mean that there are some 
common design practices that are followed by different designers 
within the company, which make their methods somewhat similar in 
size.  
 
Even though, based on our evaluations, we would rather suggest using 
RelModApproxSize, we must clearly state that using RelModNoM also 
provides an improvement over not using any prediction method at all 
(i.e., following the Random model). The improvement is not much 
smaller compared to using RelModApproxSize. The main difference, as we 
see it, is that RelModApproxSize seems to be more stable (see Figure 2 and 
Figure 3). This is, however, only our subjective judgment based on the 
observation of figures 1-3, not supported by any formal statistical 
analysis. 
 
One can argue that one of the greatest advantages of fault prediction 
models based on code metrics, as well as those based on some design 
metrics, is that the measurements necessary for predictions can be 
obtained automatically. For example, for our RelModCode it is possible 
to write an application that will get as an input the code from current 
and previous releases of the system, and as output will produce the 
prediction. The information about class sizes and modification sizes can 
be measured by a software tool, e.g., LOCC [18], or can be obtained 
from a version control system.  
 
Such a full automation in case of our prediction method will be hard to 
achieve. Some things, like class size in the previous release of a system 
or the number of functions in the planned release are relatively easy to 
obtain automatically. Class size in the previous release of the system 
can be measured using some code measuring tool. If the design of the 
system is done using, e.g., UML modeling language, it is also relatively 
easy to extract the information about the number of methods in the 
class in the designed system. We are, however, not aware of any 
method for automatically obtaining the information regarding the 
number of new and modified methods in the class at design time. 
Therefore, if such prediction method is to be implemented, the 
company must introduce a process, in which each designer manually 
quantifies the number of methods to be modified and added to a class 
when planning the modification of this class. This should be a neither 
difficult nor expensive process. It must, however, be used rigorously 
for our prediction method to work. 
 
One validity threat to our study is that the systems on which we 
evaluate our models come from the same company (i.e., Ericsson) and 
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the same application domain (i.e., telecommunications). As we 
indicated before, it is possible that within this particular company there 
is some kind of “style guide” that e.g., makes the differences between 
the method sizes small and therefore makes the number of methods an 
accurate predictor of the size measured in code lines. We investigated 
this factor and, to our knowledge, there is no such guide stated 
explicitly. It is however, still possible that there is some implicit 
“programming style” within the company that is followed by the 
designers. This could potentially limit the applicability of our findings 
to this company only. Therefore, to further evaluate the models, an 
evaluation using data describing systems developed in some other 
companies and for different application domains would be 
recommended.  

7. Conclusions 
 
The goal with this paper is to suggest and evaluate a method for 
predicting fault densities in modified classes early in the development 
process. In this study we focus on predicting fault densities of classes 
before they are actually modified. Access to information about the 
fault-proneness of the classes before they are modified enables more 
efficient planning of different fault prevention and fault detection 
activities. For example, in order to assign more experienced developers 
to especially fault-prone classes, the information about fault-proneness 
of the classes in the system must be available before the coding actually 
begins. 
 
In our study we establish the current “state-of-the-art” when it comes to 
predicting the fault densities of modified classes. We find that the 
relative size of code modification is considered as the best fault density 
predictor, i.e., the size of the code modification divided by the size of 
the class. This metric is available only after the system is implemented, 
so it is not applicable for the early prediction of fault-proneness. 
 
Since the relative size of the modification is considered as the best fault 
density predictor for modified classes, we want metrics that 
approximate this measure but that are available before the coding starts. 
We suggest two such measures. Both of them approximate the size of 
modification by counting the number of added and modified methods in 
the modified classes. As class size metric one of them uses the number 
of methods in the class, while the other one also incorporates the 
information about the average size of the method in the previous 
release of a certain class. 
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We evaluate both our prediction methods and obtain promising results. 
Both our methods provide a prediction of quality similar to the quality 
of the prediction using the “state-of-the-art” solution that is only 
available after the code is implemented. It means that, by using our 
method, it is possible to obtain the information of similar quality much 
earlier in the development process.  
 
Since the measurements necessary for our prediction can not be 
obtained automatically we also discuss the changes that need to be 
introduced to the development process in order to collect all the data we 
need for making our predictions. We conclude that, even though the 
data must be collected manually, the process of obtaining it is very 
simple and inexpensive.  It must, however, be followed rigorously for 
our method to work.  
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Abstract 
 
Statistical fault prediction models and expert estimations are two 
popular methods for deciding where to focus the fault detection efforts 
when the fault detection budget is limited. In this paper we present a 
study in which we empirically compare the accuracy of fault prediction 
offered by statistical prediction models with the accuracy of expert 
estimations. The study is performed in an industrial setting. We invited 
eleven experts that are involved in the development of two large 
telecommunication systems. Our statistical prediction models are built 
on historical data describing one release of one of those systems. We 
compare the performance of these statistical fault prediction models 
with the performance of our experts when predicting faults in the latest 
releases of both systems. We show that the statistical methods clearly 
outperform the expert estimations. As the main reason for the 
superiority of the statistical models we see their ability to cope with 
large datasets. This makes it possible for statistical models to perform 
reliable predictions for all components in the system. This also enables 
prediction at a more fine-grain level, e.g., at the class instead of at the 
component level. We show that such a prediction is better both from the 
theoretical and from the practical perspective.  
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1. Introduction 
 
The high cost of finding and correcting faults in software projects has 
become one of the major cost drivers of software development. In 
literature, we can find many case studies, which show that the activities 
connected with fault detection account for a significant part of the 
project budget. On the other hand, software projects often face budget 
limitations that put stringent restrictions on extensive and expensive 
quality assurance. To achieve the highest possible product quality, 
software developers need to decide where to focus their fault detection 
efforts in order to detect as many faults as possible within a given 
budget.  
 
If we assume that the cost of fault detection (e.g., inspection) for a code 
unit (e.g., a class or a component) is proportional to the size of this unit, 
we can see that fault detection is most efficient when it is focused on 
the code units with the highest fault density, i.e., with the largest 
number of faults per line of code. It is commonly known that faults are 
very rarely distributed evenly in software systems. Typically, the 
majority of faults can be found in a minority of the code units (for an 
overview of research concerning this issue see [10]). Therefore, when 
the budget is limited, fault detection should be performed on the code 
units in order of their decreasing fault density. To plan such fault 
detection, we must be able to predict the fault density of the code units. 
One approach to perform fault density prediction is to build statistical 
fault prediction models. Such models predict fault-proneness of the 
code units based on their characteristics, e.g., size, complexity, etc. 
This approach is very popular in academia – there is a lot of research 
describing and evaluating such models [3, 5, 6, 8, 12, 18, 21, 28, 31]. 
Our own experience shows, however, that fault prediction models are 
less popular and not so widespread in industry.  
 
Another approach to predict the fault-proneness of the code units are 
expert estimations. In this approach, human experts suggest the order in 
which the code units should be analyzed. The experts usually base such 
decisions on their experience and knowledge about the system. In 
contrary to the statistical prediction models, this approach seems to be 
very popular in industry but is not well researched.  
 
An expert judgement is an accepted and a common way of performing 
estimations in many software engineering related areas [2, 15, 29]. 
Despite this fact, we have failed to find any report presenting a 
comparative evaluation of the applicability of expert judgments vs. 



Paper VII 

 216 

statistical prediction models for predicting the fault-proneness of code 
units. Therefore, in this study our goal is to compare the accuracy of the 
fault prediction made by statistical fault prediction models with the 
accuracy of expert estimations.  
 
The study is industry based. As study objects we have selected two 
large software systems from the telecommunication domain developed 
at Ericsson. We denote them as System A and System B. We use one 
release of System A and two releases of System B (called System B1 
and System B2). System B1 is used to build our statistical prediction 
models. The models are evaluated on System A and System B2. To 
perform the expert estimation we have invited six persons involved in 
the development of System A and five persons involved in the 
development of System B2.   
 
Each system release that we examine in this study introduces a 
significant amount of new functionality. Typically, the new 
functionality is introduced either as new classes or as modifications of 
existing classes. In our dataset we have found that code inserted as 
modifications of existing classes accounts for a minority of the code 
introduced in each system’s release. At the same time the modified 
classes contained a majority of the faults. Therefore, in this study we 
focus specifically on predicting fault density in the modified code.  
 
The reminder of this paper is structured as follows. In Section 2 we 
present the work done by others in the area of fault prediction. Section 
3 contains more detailed information concerning the systems and the 
experts in our study. In Section 4 we introduce the methods that we use 
in this study. In Section 5 we present the results, and in Section 6 we 
discuss our findings and their validity. Section 7 contains the most 
important conclusions from our study. 

2. Related work 
 
A lot of work has been done in the area of fault detection improvement. 
A large portion of this research focuses on building fault prediction 
models. Depending on the output (the dependant variable), these fault 
prediction models belong to one of the following groups [19]: 
 

- Quality prediction models - these models attempt to quantify the 
quality of the code unit, e.g. by predicting the number of faults in the 
code unit. Examples of such models can be found in [5, 6, 21, 28, 
31]. 
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- Classification models – these models classify code units as fault-
prone or not, i.e., they predict if the code unit contains faults. 
Examples of such models can be found in [3, 8, 12, 18]. 

 
The models often operate at different levels of the logical structure of 
the code. There are models that predict fault-proneness of classes [1, 4, 
5, 8, 20, 31], modules [10, 17, 18, 24], components [22], or files [25].  
 
The prediction models are usually based on different characteristics of 
the code units. These characteristics are commonly presented in the 
form of different code metrics (e.g., [16, 27, 31]) or, for classes, 
variations of C&K [7] object oriented metrics (e.g., [3, 8, 31]). There 
are also studies that take historical information about fault-proneness of 
code units  into account (e.g., [26, 27]). 
 
The construction of a prediction model usually starts with the selection 
of the independent variables (i.e., the variables that are used to predict a 
dependant variable). The initial set of independent variables is often 
large. A common assumption is that models based on a large number of 
variables are less robust and have a lower practical value (more metrics 
have to be collected) [5, 9]. Therefore, some authors (e.g., [5]) focus on 
building only simple models, containing one or at most two predicators 
(independent variables).  
 
A commonly used method to select the best fault predicators is 
correlation analysis ([5, 8, 31]). The methods for building prediction 
models range from uni- and multivariate linear regression (e.g., [5, 6, 
21, 24, 28, 31]) and logistic regression (e.g., [3, 8, 12, 18]) through 
regression trees (e.g., [16, 17]) to neural networks (e.g., [19, 30]).  
 
Despite the fact that expert judgements are an accepted and widely 
practiced way of performing estimations [2, 15, 29], we have found 
only very little research that connect expert estimations with predictions 
of the fault-proneness of individual code units. The only examples that 
we have found are studies [32, 33] in which expert estimations are used 
together with statistical analysis as complementary methods. The 
statistical methods are used to group code units with similar 
characteristics. Then, it is up to the expert to estimate if a given group 
of code units is fault-prone. We have, however, failed to find any report 
presenting a comparative evaluation of expert judgments and statistical 
fault prediction models.  
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3. Study objects 

3.1 Systems under study 
 
In this study we use the most current release of System A and two latest 
releases of System B. These are large telecommunication systems. The 
sizes of these systems are about 800 classes (500 KLOC), and over 
1000 classes (600 KLOC) for System A and System B, respectively. 
Both systems are mature and have been on the market for over 6 years. 
Over that time the systems have evolved – a number of releases of each 
of them have been produced. Both systems are implemented in object 
oriented technology using the same programming language. One of the 
systems has been developed in Sweden. The other one has mostly been 
developed in China and is currently being transferred to Sweden.  
 
The systems are logically divided into a number of subsystems. Each 
subsystem is built of components. Each component consists of a 
number of classes. The numbers of components that have been 
modified in the examined releases of the products are 35 in System A, 
41 in System B1, and 43 in System B2. That corresponds to 249 
modified classes in System A, 319 modified classes in System B1, and 
180 modified classes in System B2. The information about faults is 
available at the class level. Therefore, we are able to assign faults to the 
particular classes and, through them, to the components. 
 
When analyzing the code and the fault data we have found that in all 
three cases (System A, System B1, and System B2) the most fault-
prone code is the code introduced as modifications of existing classes. 
In System A the code introduced as modifications of the classes from 
the previous release accounts for 37% of the code written (63% of the 
new code was introduced as new classes). These 37% of the code 
contained 62% of the faults found in the project release that we 
examine in this study. A similar trend has also been observed in System 
B. In System B1 about 44% of the introduced code modifies classes 
from the previous release. These 44% contain 78% of all faults. In 
System B2 the modified code accounted for 45% of code introduced in 
this release. The modified classes in System B2 contained 59% of 
faults. It can be noticed that modified code is not only more fault-prone 
but it also is a significant source of faults in evolving systems, like the 
ones we examine in this study. Therefore, in this study we focus 
specifically on predicting the fault densities of modified code units.  
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3.2 Participating experts 
 
In total, we have invited eleven experts to this study. Six of them have 
been involved in the development of System A, and five of them have 
been involved in the development of System B2. All of our experts 
have several years of working experience with telecommunication 
systems. Their tasks are system design and implementation. All our 
experts are familiar with the architectures and functionalities of their 
respective systems. They also know the scopes of the releases under 
study. They know what functionality that was added in the releases they 
were asked to perform estimations for.  
 
The major difference between experts involved in performing 
estimations concerning System A and those performing estimations 
concerning System B2 is their experience with the respective products. 
System B2 is currently being transferred from an offshore development 
site. Therefore, all of the experts involved in performing estimations 
concerning System B2 have limited experience (up to one year) of 
working with System B2, as compared to the six-year experience of the 
experts involved in the development of System A.  
 
At the time of the study, the development of the examined releases of 
the systems was finished. One risk of such a study set-up is that the 
experts may basically know the fault distribution. We believe it has not 
been the case in our study. The work in the project is organized 
according to the “component responsibility” principle - each developer 
is fully responsible for one or more components. Because of that, in 
practice, the developers do not have a global picture concerning fault 
distribution – they only receive information concerning the faults that 
were found in the components they are responsible for. Normally, 
during the project time, they are not provided with any global statistics 
concerning faults. Therefore, their predictions concerning the faults 
made in this study are not based on any global statistics but on their 
own “gut-feeling”, based on experience and knowledge of the scope of 
a project.  

4. Methods 
 
In this section we present the methods, which we use in this study. 
Section 4.1 presents the methods we used to build our prediction 
models. Section 4.2 presents the way we collected and used the data 
gathered from our experts. In Section 4.3 we present the methods we 
use to evaluate and compare our prediction models with the estimations 
of our experts.  
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4.1 Building prediction models 
 
Our prediction models are built based on data from System B1. The 
goal of our models is to predict fault density of different code units. As 
we see it, the fault density can be predicted in two ways: 
 

- by predicting the fault density (Faults/Size) – fault density is a 
dependant variable in the model. 

- by predicting the number of faults (Faults) and dividing the 
predicted number of faults by real size (Size) of the code unit – 
Faults are predicted by the model, while size is measured.  

 
In this study we have collected data that makes it possible for us to 
perform predictions both at the class and at the component level. The 
metrics collected at the class level are summarized in Table 1. These 
are mostly C&K [7] design metrics, and code metrics.  The metrics 
collected at the component level are summarized in Table 2. These are 
simple code metrics measuring the size of the component and the size 
of the change. Within the components we have performed 
measurements only on those classes that were modified.  
 
Similarly to [5], we have decided to build simple prediction models that 
are based on one predicator only. Such models do not suffer from the 
risk of multicolinearity, which is a typical risk for multivariate models 
[9]. Therefore, simple models are usually more likely to be stable over 
releases. An additional benefit from using simple models is that they 
require less data to be collected, as compared to multivariate models. 
Obviously, by using one metric only, we deliberately give up the 
potential benefit from introducing more information, carried by other 
metrics, into the model. However, as our previous research shows (see 
Paper V) in practice the prediction using a univariate model may be 
almost as good as the prediction using a multivariate model.  
 
In order to select the best single fault predicators from the class and the 
component metrics we perform a correlation analysis. The correlation 
analysis is commonly used for that purpose by other researchers [23, 
31]. It quantifies the relation between two metrics as a value between -1 
and 1. An absolute value of a correlation close to 1 characterizes good 
predicator variables. The values close to zero indicate a very weak 
linear relationship between the variables, and thus a low applicability of 
one variable to predict the other.  
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Table 1. Metrics collected at the class level. 

 
Name Variable Description 

Independent variables 

Coup Coupling Number of classes the class 
is coupled to [7, 11] 

NoC Number of Children Number of immediate 
subclasses [7] 

WMC Weighted Methods per 
Class 

Number of methods defined 
locally in the class [7] 

RFC Response for Class 
Number of methods in the 
class including inherited 
ones[7] 

DIT Depth of Inheritance 
Tree 

Maximal depth of the class 
in the inheritance tree[7, 10] 

LCOM Lack of Cohesion 

“how closely the local 
methods are related to the 
local instance variables in 
the class” [11]. In the study 
LCOM was calculated as 
suggested by Graham [5, 6, 
13, 14, 21, 28, 31] 

ClassStmt Number of statements 
Number of statements in the 
code (used as the size metric 
in our study) 

MaxCyc Maximum cyclomatic 
complexity 

The highest McCabe 
complexity of a function 
within the class 

ClassChg Change Size 
Number of new and 
modified LOC (from 
previous release) 

Dependent variables 

Faults Number of faults Number of faults found in the 
class 

FaultDensity Fault density Fault density of the class 
 
 
In this study we build two prediction models. One of them predicts 
faults at the class level and the other one predicts faults at the 
component level. The models are built using a univariate linear 
regression. The univariate linear regression estimates the value of the 
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dependant variable (the number of faults or the fault-density) as the 
function of an independent variable [24]: 
 

f(x) = a + bx    (1) 
 

Even though our prediction models attempt to predict the actual value 
of fault density, in this study we use this information only as an 
indicator of the order in which the code units should be analyzed. 

Table 2. Metrics collected at the component level. 

Name Variable Description 
Independent variables 

CompStmt Number of statements  

Number of statements in the 
component (only statements 
from modified classes in the 
component were counted) 

CompMeth Number of methods 

Number of statements in the 
component (only methods 
from modified classes in the 
component were counted) 

CompClass Number of modified 
classes 

Number of modified classes 
in the component  

CompChg Changesize 
Number of new and 
modified LOC (compared to 
previous release) 

Dependent variables 

CompFaults Number of faults Number of faults found in 
the component 

CompFaultDe
nsity Fault density 

Fault density of the 
component (CompFaults 
divided by the accumulated 
size of the modified classes 
in the component) 

 

4.2 Expert estimation 
 
The expected outcome of the expert estimation is a ranking of the code 
units according to their decreasing fault density. Such a ranking makes 
it possible to compare the accuracy of an expert estimation with the 
accuracy of a prediction made by our prediction models.  
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In the beginning of this study we have performed a number of 
interviews with our experts. The goal was to establish an appropriate 
level for performing the expert predictions. The question was if the 
experts should perform estimations at the class or at the component 
level. It quickly turned out that the class level presents too fine-grained 
information. Even though the experts knew what each component does, 
it was very difficult for them to predict the responsibility of particular 
classes within components. Additionally, the amount of data (249 
classes for System A, and 180 for System B2) was considered 
unmanageable. The number of components is significantly smaller – 
there are 35 components with modified classes in System A and 43 in 
System B2. Therefore, in this study the expert estimation is performed 
only at the component level.   
 
The expert estimation was performed individually by each of our 
experts. During the individual rankings the experts were provided with 
the list of modified components. Additionally, for each component, we 
enclosed the information concerning the subsystem to which the 
component belongs, as well as the accumulated size of the modified 
classes within the component. The experts were asked to rank the 
components according to their decreasing fault density. Each expert 
was given a clear explanation concerning our study in order to assure a 
full understanding of the task. Additionally, for System A we managed 
to organize a consensus meeting. As input to this meeting we provided 
the experts with the individual rankings. The goal of the consensus 
meeting was to prepare a common “joint” ranking of components. In all 
cases, the experts were allowed to not rank all the components.   

4.3 Evaluation of prediction accuracy 
 
We evaluate the statistical prediction models and the expert predictions 
from the perspective of the increase of the efficiency of fault detection 
that they provide. We consider a prediction method better if, by 
following it, we are able to detect more faults by analyzing the same 
amount of code as compared to another prediction method. Therefore, 
we evaluate different predictions by plotting the percentage of faults 
that would be detected if analyzing a system according to a certain 
prediction method against the accumulated percentage of code that 
would have to be analyzed.  
 
To obtain a point of reference for our evaluations, we introduce two 
reference models: 
 

- Random model – the model describing a completely random search 
for faults 
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- Best model – the theoretical model that makes only the right choices 
about which code unit to analyze first 

 
The Random model provides a baseline for evaluating our models, as it 
describes what results, on average, we could expect if we analyzed the 
code not following any model at all. The Random model is the same for 
all systems – on average by analyzing n% of code we find n% of faults. 
The Random model looks the same for the prediction at the class and at 
the component level.  
 
The Best model provides a boundary of how good the prediction can 
be. In this theoretical model the code units are selected according to 
their actual fault density.  The Best model looks differently for different 
systems, because it depends on the actual distribution of faults in the 
system. The Best model is also different for predictions at the class and 
at the component level. The class level prediction has finer granularity 
and therefore, at least theoretically, it is able to provide more precise 
results. In this study we assess the practical value of having finer 
granularity prediction by comparing the Best model for components 
and for classes.  
 
The evaluation of model predictions vs. expert estimations is performed 
by checking how each particular solution performs compared to the 
Best model, the Random model, and to each other. The closer the 
prediction is to the Best model the better it is. If the prediction is better 
than the Random model then we can say that using it presents an 
improvement over not using any method at all.  

5. Results 

5.1 Building prediction models  
 
As described in Section 4.1, we begin building our prediction models 
with selecting the best individual fault predicator. We do that by 
performing a correlation analysis. In the correlation analysis we look 
for the best predicator of either fault density or the number of faults, as 
from the number of faults we can calculate the fault density by dividing 
the predicted number of faults by the size of a code unit (i.e., a class or 
a component). The correlation analysis is performed for both class and 
component level metrics. The class level metrics are explained in Table 
1, and the component level metrics are explained in Table 2. The results 
of correlation analysis are presented in Table 3.  
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Table 3. Correlation analysis results at the class and the component level. The 
highest correlations for respective levels (class, component) are marked in 
bold. 

Class level metrics Component level metrics 
 

Coup NOC WMC RFC Class 
Stmt MaxCyc DIT LCOM Class

Chg 
Comp 
Chg 

Comp 
Stmt 

Comp 
Meth 

Comp 
Class 

Faults 0.25 -0.01 0.14 0.04 0.26 0.31 -0.07 0.13 0.60 0.79 0.63 0.35 0.55 
Fault 

Density 0.06 -0.01 -0.01 -0.03 -0.02 0.01 -0.01 0.05 0.20 0.21 0.07 0.01 0.09 

 
The highest correlations are marked in bold in Table 3. As it can be 
noticed, the most promising fault predicator for both classes and 
components is the size of the modification (ClassChg metric at the class 
level, and CompChg metric at the component level). In both cases the 
correlation coefficients are the highest when predicting the number of 
faults. Therefore, we build models that predict the number of faults and 
we divide their output by the size of the respective code unit, i.e., the 
class or component. 
 
The models based on ClassChg and CompChg are built using the linear 
regression. The results of model building are presented in Table 4. As 
both models are based on the information concerning the size of the 
modification, not surprisingly they look quite similar.  

Table 4. Prediction models build in the study. “Prediction level” indicates if the 
models works at class or at component level. “Model calculated” is the 
model obtained by linear regression. “Model applied” is the transformation 
of the “Model calculated” so that it predicts fault density instead of the 
number of faults. 

Model name Prediction  
level Model calculated Model applied 

ComponentPred Component Faults=0.002*ComChg  
+ 0.209 

FaultDensity=(0.002*ComChg + 
0.209) / CompStmt 

ClassPred Class Faults=0.002*ClassChg 
+ 0.018 

FaultDensity=(0.002*ClassChg 
+ 0.018) / ClassStmt 

5.2 Expert estimations 

5.2.1 Expert predictions concerning System A 
 
In total, six experts performed predictions concerning System A. At 
first they performed ranking of the components individually. Later the 
group of experts was presented with the task of making one joint 
decision using individual results as input to the discussion. The 
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distribution of “votes” of individual experts, the group consensus, and 
the actual ranks of the components are presented in Table 5. Only those 
components that were selected by at least one expert are presented.  
 
In the individual rankings neither of our experts ranked all 35 
components. In fact, each expert ranked between 5 and 8 components. 
Altogether, the experts pointed out 15 different components, i.e., 
neither of them had any opinion about the fault-proneness of the 
remaining 20 components. These 15 ranked components together 
account for about 60% of the code. The “group consensus” was 
apparently more difficult to reach than the individual rankings because 
the experts ranked only 4 components. These four components 
accounted for about 30% of the code.  

Table 5. The rankings of individual experts and the joint ranking of all experts. Only 
15 components out of 35 were selected, and only those components are 
presented in the table below. Lower rank value indicates higher fault-
density in the component predicted by expert. “Correct ranking” is the 
actual rank of the component when all 35 components are ranked. The 
components are presented in the order of their decreasing fault density. 

Component 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Expert1 ranking    1 4 2   3 5      
Expert2 ranking  3    1      2  4 5 
Expert3 ranking 5 3  6 7 1    2  4    
Expert4 ranking  2  6 3 1 5   4  7    
Expert5 ranking  3 5  1 2  4 6   7   8 
Expert6 ranking  4  1 2     5 7 8 3 6  
Group consensus 

ranking  3  4  1    2      

Correct ranking 5 6 7 8 9 10 12 13 16 17 18 22 24 25 26 
 
It can be noticed that in the individual rankings the components can be 
divided into two subgroups. One subgroup contains components that 
were selected by a majority of the experts, i.e., four and more experts 
pin-pointed them. These are components with numbers: 2, 4, 5, 6, 10, 
12. The other group consists of components selected only by one or 
two interviewees, i.e., components with numbers: 1, 3, 7, 8, 9, 11, 13, 
14, 15. It is quite clear that apart from two exceptions (Component 2, 
and Component 6) there is a rather large discrepancy between the ranks 
assigned by the experts to the components. This means that, despite the 
fact that most experts considered a certain component fault-prone, their 
estimation of its fault-density was different. 
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All components ranked in the “group consensus” ranking are the 
components that were selected by the majority of experts in the 
individual rankings. Component 2 and Component 6 were ranked 
according to the trend from the individual rankings, which was not 
surprising because the experts were quite consistent in ranking them as 
the first and the third in the individual rankings. Ranking Component 
10 and Component 4 as the second and the fourth, respectively, must 
have been an outcome of the group discussion, because such a ranking 
was not suggested by any individual expert.  
 
At this point we can also perform some initial assessment of the 
accuracy of the expert prediction concerning System A. By comparing 
the results of individual experts with the actual ranking of components 
(the last row in the table) we can see that out of the 15 components the 
experts pointed to, only 8 belong to the actual top 15 components with 
the highest fault densities in System A. By comparing the “consensus 
group” ranking with the actual ranking of components we can see that 
neither of the components pin-pointed by the experts belongs to the top 
4 components with the highest fault-densities. In fact, also in the 
individual rankings none of the experts identified any of the four most 
fault-prone components in System A. 

5.2.2 Expert predictions concerning System B2 
 
Five experts performed predictions concerning System A. Their 
individual rankings together with the actual ranks of the components 
are presented in Table 6. Only those components that were selected by 
at least one expert are presented. Out of 43 components that were 
modified in System B2, the experts pointed out 16 components, i.e., 
neither of our experts had any opinion regarding remaining 27 
components. The 16 components selected by our experts account for 
about 66% of the code. 
 
Similarly to the predictions concerning System A, in System B2 the 
ranked components can be divided into two subgroups. One subgroup 
consists of the components that were selected by the majority of 
experts, i.e., that were selected by at least 3 experts. To this group 
belong components with numbers: 2, 5, 6, 8, 12. The other subgroup 
consists of components that were selected by the minority of our 
experts. These are components with numbers: 1, 3, 4, 7, 9, 10, 11, 13, 
14, 15, 16.   
 
It seems that the agreement concerning the rankings was quite low 
among the experts that performed predictions in System B2. From the 
components selected by the majority of the experts, the highest 
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agreement was achieved for the components with numbers 5 and 12. 
We see this agreement as weaker, as compared to the agreement 
concerning Component 2 and Component 6 in System A. This is, 
however, our subjective judgment only. 

Table 6. The rankings of individual experts concerning System B2. 16 components 
out of 43 were selected, and only those components are presented in the 
table below. Lower rank value indicates higher fault-density in the 
component predicted by expert. “Correct ranking” is the actual rank of the 
component when all 43 components are ranked. The components are 
presented in the order of their decreasing fault density. 

 Component 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Expert1 ranking 1  4  3       2     
Expert2 ranking  4   1 3 6  2 5       
Expert3 ranking     1 3  4    2     
Expert4 ranking  8 9 3 2 7  1   4 5 6 9 10 11 
Expert5 ranking  2  4 5   1    3     
Correct ranking 2 3 9 10 11 12 13 14 15 16 19 20 21 22 23 24 

 
The accuracy of expert predictions concerning System B2 seems to be 
similar to the accuracy of expert predictions concerning System A. Out 
of 16 components selected, 10 belong to the actual top 16 most fault 
prone components in System B2.  

5.3 Evaluation of prediction accuracy 
 
Our prediction starts with building the reference models. For both 
systems we build three reference models, one describing an average 
result of random picking of code units for analysis (Random model), 
and two models describing the theoretical best result that can be 
obtained. One of them describes the maximum that can be obtained 
when predicting faults at the class level (Best model class), the other 
when predicting at the component level (Best model component).  
 
The reference models created for System A are presented in Figure 1. 
The reference models created for System B2 are presented in Figure 2. 
As can be noticed, both graphs look similar, and some common 
conclusions can be drawn for both systems. In both systems the 
Random model is quite far from the best possible model, which 
indicates that there is large room for efficiency improvement that can 
be filled by an accurate fault prediction. For example, by analyzing 
20% of the code randomly we can find 20% of faults. Ideally, in both 
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systems by analyzing the most fault-prone 20% of the code we should 
be able to find up to 70% of the faults in case of the class level 
prediction (see Best model class in Figure 1 and Figure 2), and up to 
about 50% of the faults, if the prediction is made at the component 
level (see Best model component in Figure 1 and Figure 2).  

Figure 1. Reference models in System A – the evaluation 
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Although theoretical, the higher maximum possible improvement 
achieved by predicting at the class level indicates that the class level 
prediction should be able to give better results. The class level 
prediction is made based on more fine-grained information and, 
therefore, it is more precise. From Figure 1 we see that, theoretically, 
the best component level prediction is capable of providing about two-
third of the improvement over the random model offered by the best 
class level prediction (in Figure 1 the distance between Best model 
component and Best model class is more or less equal to 2/3 of the 
distance between the Best model class and the Random model). The 
gain from using a class level prediction is even more visible in System 
B2. In Figure 2 we can see that the best component level prediction can 
be only half as good as the best class level prediction. The reader must 
bear in mind that this discussion concerns the best possible models that 
predict fault density at the respective code unit levels. It does not reflect 
the performance of our models. 
 
 The evaluation of expert estimations and our prediction models when 
applied to System A is presented in Figure 3. In Figure 3 we present all 
the individual expert estimations, “group consensus” estimation, both 
of our statistical prediction models (ClassPred, ComponentPred), and 
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three reference models (Random model, Best model class, and Best 
model component).  

Figure 2. Reference models in System B2 – the evaluation 
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From Figure 3 we can conclude that both statistical prediction models 
clearly outperform the expert estimations. They not only offer higher 
accuracy in the range of code covered by any of the expert estimations 
(approximately up to 50% of code of System A) but also provide 
predictions that are significantly better compared to the Random model 
for the rest of the code. By comparing ClassPred with the best of the 
expert estimations for the percentage of code covered by the expert 
estimations we can see that ClassPred offers three times as big 
improvement over the Random model as the best of expert estimations.  
 
Other findings from Figure 3 concern the practical gain from using 
more fine grained information and predicting at the class level. As we 
can see there is a clear gain connected with predicting at the class level. 
For example, for the range of code covered by expert estimations the 
gain from using ClassPred is almost equal to the maximum possible 
gain from using any component level prediction model, i.e., compared 
to the Best model component.  
 
Quite surprisingly the “Group consensus” estimation turns out to be 
one of the worst estimations made by our experts. Some of the 
individual estimations are actually not only more correct but they also 
account for more code.   
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Figure 3. Statistical prediction model vs. expert prediction in System A – the 
evaluation of accuracy. 
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The evaluation of expert estimations and our prediction models when 
applied to System B2 is presented in Figure 4. As in the case of System 
A, we present all the individual expert estimations, both of our 
statistical prediction models (ClassPred, ComponentPred), and three 
reference models (Random model, Best model class, and Best model 
component). 
 
In Figure 4 we can see that for small percentages of the code (i.e., up to 
about 15% of the code) both statistical prediction methods and expert 
estimations provide equal gain over the Random model. When over 
15% of code is analyzed, the gain from using the statistical prediction 
model is significantly larger compared to the gain from using any of the 
expert estimations. It is clearly visible in the case of the class level 
prediction (i.e., the ClassPred model). ClassPred provides a constant 
improvement over the Random model. It not only outperforms all 
expert estimations, but provides a significant improvement over the 
Random model for the range of code not covered by any of the expert 
estimations.  
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Figure 4. Statistical prediction model vs. expert prediction in System B2 – the 
evaluation of accuracy. 
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The CompPred model is visibly worse than ClassPred. It is, however, 
not worse than the best of expert estimations. Additionally, the 
CompPred model provides an improvement over the Random model 
even for the range of code not covered by the expert estimations.  

6. Discussion 

6.1 Findings 
 
The results obtained in our study seem to support the idea of building 
fault prediction models. We have shown that statistical models have 
some advantages over human expert estimation. The biggest advantage 
of statistical models is that they are not negatively affected by the size 
of the dataset. Therefore, statistical prediction models are able to 
estimate the fault-proneness of all code units even in large systems. 
Ranking all code units in a large system may be a difficult task for 
human experts. For example, our experts were quite confident when it 
comes to ranking the first couple of most fault-prone components. 
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Beyond a certain number of components they admitted they would put 
remaining components in a random order.  
 
The other advantage of prediction models is a direct effect of their 
ability to cope with large datasets. As we have shown, the statistical 
prediction models can successfully operate on fine-grained data, e.g., 
they can predict the fault-proneness of individual classes instead of 
predicting the fault-proneness of entire components. Our results 
indicate that human experts, irrespectively of their experience, may not 
be able to grasp large and complex system structures. This makes it 
difficult for human experts to make predictions at a low level of a 
system structure. At the same time we have shown that predicting at a 
low level brings not only theoretical but also practical benefits. In both 
systems, which we analyzed, the theoretical best prediction at the 
component level provides on average only about 40% to 60% of the 
improvement that can be offered by the best theoretical prediction at 
the class level (compare Best model component with Best model class 
in Figures 3 and 4). The superiority of the class level prediction is also 
visible in practice. Our class level prediction model noticeably 
outperforms our component level prediction model in all cases.   
 
There is also one more advantage of predication models, which we 
have not evaluated in this study. It is their cost. They are reasonably 
cheap to build and even cheaper to apply – normally, they can be 
implemented in a form of e.g., a script that collects and processes all 
the required information automatically. An expert estimation is more 
expensive, since for each project it must be set up and performed 
independently. Obviously, to perform expert estimation we need 
experts. Sometimes, in relatively new projects, or when projects are 
overtaken by another team of designers, the experts may simply not be 
available. 
 
On the other hand, an expert estimation has some positive aspects, also 
not evaluated in this study. Our statistical prediction models predict 
faults, but do not classify them in any way. Naturally, not all faults are 
the same – some of them may be more difficult to find than the others. 
Some faults may be more severe than the others. It is possible that the 
experts tend to pin-point more correctly the components that are more 
likely to contain these kinds of faults.  Due to the lack of appropriate 
data we could not verify this hypothesis in our study.  
 
Another benefit of the expert estimation can be its flexibility. The 
experts can take into account information that is not present in the 
statistical model. For example, in our statistical prediction models the 
size of the modification is considered to be the best fault predicator and 
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all our models are based on it. However, it may happen so, that even 
though the change in the component is relatively small, there was a 
number of people involved in introducing it, which may make such a 
change more prone to faults compared to a change introduced by a 
single designer. Such rare, project-specific issues are likely to be 
captured by experts but it is very difficult to predict them in advance 
and incorporate them into a statistical prediction model.  
 
However, when analysing estimations of our experts, we have found a 
number of worrying factors. The experts do not agree with each other, 
they either select different components, or, if they select the same 
components, they estimate their fault density differently. They also 
seem to have problems identifying the most fault prone components in 
the system. In Table 5 and Table 6 we can see that, even though most 
of the experts agree on the high fault densities in some of the 
components, these components are actually not the most fault prone in 
the respective systems.  
 
Another interesting observation that can be made when comparing the 
performance of experts in System A and in System B2 is that much 
longer experience with the product does not affect the accuracy of the 
expert prediction. Our experts involved in performing the estimations 
concerning System A have about five years longer experience with the 
product than the experts involved in the estimations concerning System 
B2. However, the accuracy of the expert predictions concerning both 
systems is not very different. In both systems the experts have selected 
a similar number of components. These components account for a 
similar percentage of code (see Sections 5.2.1 and 5.2.2 for the details 
concerning the expert prediction results). From Figure 3 and Figure 4 
we can see that the fault detection efficiency improvement gained by 
using expert predictions is similar in both systems. Since it is 
unreasonable to assume that product related experience has no impact 
on the accuracy of fault prediction, the only possible conclusion is that 
there is some threshold value connected with experience, after which 
the accuracy of predictions is more or less similar. It is, however, 
important to remember that what we discuss here is a product related 
experience, not the experience as a whole. All our experts had 
experience in the development domain (i.e., telecommunications), 
which may additionally explain the similarity in their performance. 

6.2 Validity 
 
The reader must bear in mind that this paper has been meant more as an 
experience report than a formal experiment report. Our selection of 
projects was convenience-based – we have selected projects that were 
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available to us. Also, since the entire exercise has not been performed 
as a controlled experiment, we can not assure that e.g., the experts did 
not have some at least partial knowledge about the actual fault-
proneness of the components. For the reasons described in Section 3.2, 
and because of their poor performance, we believe this was not the case 
but we can not claim that we have eliminated this risk utterly. The 
number of experts involved in each project may also be considered 
small and therefore it is difficult to perform any meaningful statistical 
analysis of their performance. However, there are a number of issues 
that make it easier to generalize findings from our study. The study was 
performed in an industrial setting. We used real, large 
telecommunication systems. Our experts had real experience and 
knowledge about the project. Additionally, they were motivated and 
interested in the study, which should have contributed positively to the 
quality of their predictions. 
 
We also believe that our statistical prediction models obtained in this 
study are general. When building them, we followed the good academic 
practice of building models on different data than the data used to 
evaluate the models. We evaluated our models not only using the next 
release of the system the models were built on, but also using another 
system. We believe that all these factors make the evaluation of our 
statistical prediction models reliable.  
 
Therefore, we believe that some general lessons can be learned from 
our study.  It seems very probable that most experts would face the 
problems our experts faced, e.g., problems with coping with large 
amounts of data. It is also very likely that prediction at a low level, like 
e.g., at the class level, would give better results compared to prediction 
at a higher level, e.g., at the component level. We are almost sure that 
for most medium-to-large systems the class level prediction is not 
feasible to be performed by people.  
 
Most issues concerning the expert estimation validity, like experts’ 
possible knowledge about the actual fault distribution, should result in 
better than average performance of the experts. It might be considered 
as an argument supporting our conclusions, because even with this 
“handicap”, the expert estimations were outperformed by the statistical 
prediction models.  

7. Conclusions 
 
The goal of this study was to compare the accuracy of fault predictions 
made by statistical fault prediction models with the accuracy of fault 
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predictions made by human experts. We compared both prediction 
methods by applying them to two large software systems from the 
telecommunication domain. To perform the study we invited eleven 
experts involved in the development of these systems and we built two 
statistical fault prediction models. Our statistical fault prediction 
models were built based on data different from the data used in the 
evaluation.   
 
The evaluation was performed from the perspective of an increase of 
the fault detection efficiency that could have been obtained if analyzing 
the code units in the order suggested by the experts or in the order 
suggested by our statistical models. Both prediction methods were 
evaluated against three reference models: a model based on a random 
selection of the code units for analysis, the theoretically best model for 
predicting faults at the class level, and the theoretically best model for 
predicting faults at the component level. 
 
We found that both the expert estimations and the statistical prediction 
models provided an improvement over the random selection of code 
units for analysis. When comparing the performance of the expert 
estimations with the performance of the statistical models we found that 
the statistical prediction models outperformed the expert estimations. 
For example, for the systems that we analyze in this study, we find that 
for the portion of code covered by the expert estimations our statistical 
fault prediction models offered a higher improvement as compared to 
the best of the expert estimations. Moreover, the statistical predictions 
continued to provide an efficiency improvement over not using any 
model even after the point where our experts gave up.  
 
We identified a number of reasons for the statistical models being 
better. Statistical models are not affected by the size of the dataset so 
they perform equally well on small and large systems, while the human 
ability to grasp the complexity of larger systems is limited. In addition, 
the ability to deal with large datasets makes it possible for the statistical 
models to perform more fine-grained predictions, i.e., predictions at a 
lower level. We showed that a more fine-grained prediction, e.g., a 
prediction at the class level instead of at the component level, is not 
only better from a theoretical but also from a practical perspective. Our 
class level prediction model was more accurate compared to our 
component level prediction model in both examined systems.   
 
We also made a number of observations concerning estimations made 
by our experts. One worrying factor was that the components which the 
experts selected, in large proportion were not the actual most fault-
prone components in the systems. Another worrying issue was a low 
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agreement between our experts concerning the estimation of the fault-
proneness of components. Our experts either selected different 
components for analysis or, if they selected the same components, they 
assessed their fault-proneness differently.  
 
In this study we also discussed other advantages and disadvantages of 
statistical prediction models and expert estimations. The statistical 
prediction methods are reasonably cheap to build and apply, as well as 
they can be used in the absence of experts, e.g., when a project is 
transferred to another development organization. On the other hand, 
expert estimations are more flexible and can take into account some 
project specific issues that can affect fault-proneness of the 
components. Such project specific issues are usually hard to 
incorporate into otherwise general statistical fault prediction models. 
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Abstract 
 
Faults are considered as one of the important factors affecting the cost 
of software development projects. To be able to efficiently handle 
faults, we must increase our understanding of the factors that make the 
code fault-prone. A majority of large software systems evolve during 
their lifetime. In each new release of the system the functionality can be 
added by writing new classes or/and by modifying already existing 
ones. In this study we compared the fault-proneness of new and 
modified classes in such systems. Our study is based on two releases of 
two large telecommunication systems developed at Ericsson. The major 
finding of the study is that the risk of introducing faults (the number of 
faults in the class/the number of new or modified lines of code in the 
class) is 20 to 40 times as high in modified classes compared to new 
ones. In the systems which we analyzed a small modification (a few 
percent) of the class resulted in as many faults as we would expect 
when the same class was written from scratch. Previous research on 
this relationship does not appear to exist. Partly in conflict with related 
research, we found that there is no statistically significant difference 
between the average number of faults in modified and new classes, and 
that the average fault-densities (the number of faults/the size of the 
entire class) in new and in modified classes are very similar. Finally, 
we also suggest how our findings can be used in practice..  



 
Paper VIII 

 244 



Comparing the Fault-Proneness of New and Modified Code  
– An Industrial Case  

 

 245 

1. Introduction 
 
Faults are widely recognized as one of the most important cost drivers 
in software development. A lot of work has been put into finding 
methods for efficient fault handling [2, 9]. There are methods for 
finding faults in the code but there are also preventive measures that 
can lead to producing less fault prone code. In order to use them 
efficiently it is important to focus them on the code that is most likely 
to be the most fault-prone [2, 9]. To achieve that we must increase our 
knowledge and understanding of the characteristics of the code that in 
practice make it fault-prone. 
 
It is more a rule than an exception that large software systems evolve. 
New versions of systems are produced to adapt them to new or 
changing needs. Adding new functionality means that some new code 
must be introduced into the current system. In object oriented systems 
this code can be introduced either as modification of already existing 
classes or as new classes. 
 
The relation between the fault-proneness of the code introduced as 
modification of an existing code unit and the fault-proneness of the 
code introduced as a new code unit is not entirely clear. Some 
researchers see modification of existing code as an example of reuse, 
and therefore consider modified code less fault-prone than new code, 
e.g., [8]. Other researchers report that there is no significant difference 
between the fault-proneness of new and modified code [7]. These 
reports result in very mixed signals sent to software developers 
regarding the fault-proneness of modified code as compared to the new 
one. As we discuss in the “Related work” section, the differences in 
reports can partially be attributed to the differences in findings. 
However, partially they are a result of different assumptions or 
interpretations, or due to a different understanding of the term “fault-
proneness”. 
 
In this paper we understand the term “fault-prone code” in three 
different ways:   

1. Code is fault-prone when it contains many faults, i.e., there is a 
large number of faults per class 

2. Code is fault-prone when it has a high fault density, i.e., a class 
has a large number of faults per a line of code 

3. Code is fault-prone when writing it leads to introducing many 
faults into the class, i.e., the number of faults per a written or 
modified line of code in the class is high  
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The difference between point 2 and point 3 in the list above is visible in 
the case of modified classes, where the size of the modification is 
smaller than the size of the entire class. Below, we explain our three 
ways of understanding the “fault-proneness” term in more detail. 
 
In the literature, the most popular trend is to relate the fault-proneness 
of a code unit (e.g., class, module, file) to the number of faults in the 
code unit [6-8], which corresponds to point 1 from our list. If we 
consider that focusing our fault detection efforts on classes with the 
larges number of faults is the most efficient, then we assume that the 
cost of finding all faults in the class is constant, i.e., it is the same for 
all classes independently of their sizes. 
 
However, some authors (e.g., [6]) admit that it might be considered 
more correct to consider fault-density as a measure of fault-proneness 
of the code unit because fault-density measure captures some other cost 
perspective. It assumes that the cost of performing a fault detection 
activity on the code unit is proportional to the size of this code unit 
(such an assumption can be found in [3]). This understanding 
corresponds to point 2 from our list. 
 
There is also another cost model that can be taken into account. The 
cost in that model can potentially relate to the amount of code that was 
actually written (i.e., the size of the modification). In case of new 
classes it would be the number of code lines in the class. In case of 
modified classes it would be the number of new or modified lines of 
code. By dividing the number of faults in the class by such a cost 
metric we would obtain some kind of risk metric, describing the risk of 
producing a fault when introducing code into a new class as compared 
to the risk of producing a fault when introducing the same amount of 
code as a modification of an existing class.  This understanding of the 
term “fault-proneness” corresponds to point 3 from our list. 
 
Even though these three “fault-proneness” definitions are different, 
they may all be of interest in certain cases. It is so because there is a 
wide range of fault detection techniques, which have different cost 
models. For example, one can reasonably argue that the efficiency of 
extensive code inspections, where the code of an entire class is 
inspected, is related to the fault-density of the class. On the other hand, 
the efficiency of a code-walkthrough that focuses on the code that was 
actually written/modified is more related to the number of faults per 
written/modified code line, i.e., to our risk metric. Since, as we see it, 
all three perspectives can be meaningful in some cases, we take all of 
them into account in our study.  
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Our study is based on the data collected from two consecutive releases 
of two large telecommunication systems produced by Ericsson. Both 
these systems operate in the service layer of a mobile phone network. 
The systems were developed in object oriented technology using C++. 
They consist of about 1000 classes and about 500 KLOC each. Each 
system is divided into a number of components (around 40 components 
in each of the systems). In each of the releases under study between 60 
and 120 new classes were added and between 175 and 320 of existing 
classes were modified. The staff involved in development of those 
system can be considered experienced, every person involved had 
several years of experienced with the respective systems. As these 
systems are mission critical they undergo expensive and extensive 
testing (mostly the focus is put on function and system testing).  
 
Based on the data collected from the systems described above we 
attempt to answer the following specific research questions: 
 

Q1. Is there a significant difference between the number of faults in 
new and modified classes? 

Q2. Is there a significant difference between the fault densities of 
new and of modified classes? 

Q3. Is there a significant difference in the risk of producing a fault 
when introducing code in the new class as compared to the risk 
of producing a fault when introducing the same amount of code 
as the modification of an existing class?   

 
The reminder of this paper is structured as follows. In Section 2 we 
present the results of related studies. In Section 3 we describe methods 
we used. In Section 4 we present our results. In Section 5 we discuss 
our findings. Section 6 contains the most important conclusions from 
our study. 

2. Related work 
 
We failed to find a lot of research that focuses specifically on 
comparing the fault-proneness of new and modified code. There are 
some studies that as one of the advantages of code reuse present the 
lower fault-proneness of the reused code units as compared to the fault 
proneness of new code units. In [8] Selby quantified the fault proneness 
of reused components as “74% less than that of newly developed 
components”[8]. However, as reused components Selby considered 
those that were both modified and unmodified. In his paper [8] we can 
see that the components which underwent a major revision (more than 
25% of changes) are as fault prone as the new code, the components 
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that underwent minor revision (<25% of changes) are about half as 
fault prone as the new ones. These are the completely reused 
components that make the difference, as they have almost no faults. As 
a measure of fault-proneness, Selby considered the number of faults per 
component, irrespectively of its size.  
 
The significantly lower fault-proneness of completely reused 
(unmodified) components as compared to the fault proneness of the 
modified components is supported not only by a conventional wisdom 
but also some empirical studies, e.g., [4]. However, in [4], there is no 
comparison of the fault-proneness of new and modified components, 
which is the goal of our study.  
 
Such a comparison can be extracted from [6], where Ostrand at al. 
build fault prediction models. Among the variables they used there are 
two categorical predictors that indicate if a file is new or changed. 
Based on their models, the authors showed that the modified file is 
likely to have about “2.9 times more faults than existing unchanged 
files with otherwise similar characteristics” [6]. For new files this factor 
is 6.4, i.e., that new files are likely to have “6.4 times more faults than 
existing unchanged files with otherwise similar characteristics”[6]. 
These two statements make it possible to conclude that new files have 
more faults than modified ones. However, since among those “similar 
characteristics”, the authors mention file size we can reasonably assume 
that the same relation holds truth for fault densities, i.e., new files have 
higher fault densities than modified files. This conclusion is not based 
on the statistical analysis of fault proneness but on an observation of 
the fault prediction model built in this study [6]. 
 
The studies mentioned above tend to consider new code units as more 
fault prone. In [7], Pighin and Marzona came to different conclusions. 
By comparing an average number of faults per file they concluded that 
there is no statistically significant difference between new and reused 
code. The authors quote the average number of faults per new and per 
old file. The values describing the fault-proneness of new files are 
about 20%-60% higher compared to the values describing the fault 
proneness of the old files. Unfortunately, the authors also do not 
distinguish between modified and unmodified files. They only 
distinguished between new and old files. In either case, however, their 
results differ from the results of the other studies presented in this 
section. 
 
As we can see there is no consensus between different researchers 
when it comes to the fault-proneness of the new and the modified code. 
Also we can see that in all cases presented, the authors do not take any 
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information about the size of modification into account. Therefore, 
based on these studies, it is difficult to assess if e.g., it is actually more 
risky to modify an existing code than to write a new one. Additionally, 
unlike our study, most of the studies presented in this section, i.e., [4, 7, 
8], were not performed on object-oriented systems and therefore it is 
not clear if conclusions from them apply to object oriented systems. 

3. Methods 

3.1 Data collected 
 
We collected data from two consecutive releases of two systems 
developed by Ericsson. From now on we refer to them as to System A1, 
System A2, System B1, and System B2, where System A1 and System 
A2 are two consecutive releases of System A and System B1 and 
System B2 are two consecutive releases of System B. For each of the 
system releases we collected the data about classes that were new in 
each given release as well as classes that were modified in each given 
release, i.e., classes that were present in the previous release of the 
system but were modified in the release under study. We did not collect 
information regarding classes that were fully reused. For each class we 
collected the following data: 
 

- the number of faults that were found in the class (FAULTS) 
- the size of the class (SIZE) measured in thousands of codelines 

(KLOC)  
- the size of the modification (MODSIZE) measured in thousands of 

codelines (KLOC). For classes that were modified MODSIZE was 
measured as the number of  new or modified lines of code in the 
class, for the new classes it was equal to SIZE 

 
The measurements concerning size and modification size were 
collected using the LOCC application [10]. Due to confidentiality 
reasons we are not allowed to reveal any information concerning the 
actual number of faults in the system. Therefore, our FAULTS metric 
has been modified – we multiplied the actual number of faults by a 
randomly selected value (the same in all cases). Therefore, our data is 
internally consistent and it makes sense to compare the numbers for the 
new and the modified code, but it does not make sense to use the data 
to predict the system quality.  
 
Our first question Q1 (see Section 1) considers the amount of faults per 
class so the metric that is associated with it is, obviously, the FAULTS 
metric. The second question (Q2) considers class fault density. 
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Therefore, we introduce a new metric, called DENSITY, which we 
define as (1): 
 

SIZE
FAULTSDENSITY =

 
(1) 

 
Our final, third question is about the risk of introducing a codeline into 
the class. We associate with it a new metric, which we call RISK. The 
RISK metric is defined in the following way: 
 

MODSIZE
FAULTSRISK =

 
(2) 

 

3.2 Analysis methods 
 
To answer all three questions we applied exactly the same procedure. 
For each variable (i.e., FAULTS, DENSITY, and RISK) in each project 
we started by calculating the average value and standard deviation for 
new and modified classes. Obtaining these values made it possible for 
us to give answers to our three questions. However, we could not say 
that the differences (or the lack of differences) between the new and the 
modified classes were statistically significant. Therefore, additionally 
we performed a statistical analysis. 
 
In our statistical analysis, we for each project tested the hypothesis 
about the equality of distributions of our respective variables (i.e., 
FAULTS, DENSITY, and RISK). The statistical tests suggested for 
that purpose are [11]: 
 

- t-test when variables are normally distributed 
- Mann-Whitney U test when variables are not normally distributed 

 
 Since our data does not follow the normal distribution we used the 
Mann-Whitney U test. The computational procedure for Mann-Whitney 
U test can be found in [1, 11]. In our study we selected a standard 
significance level of 0.05 [1]. The statistical significance of 0.05 means 
that we accept 5% chance of rejecting the hypothesis about the equality 
of the fault-proneness of new and modified code when the hypothesis is 
actually correct. In other words, selecting 5% significance level means 
that we are at least 95% confident that the hypothesis regarding the 
equality of fault-proneness of new and modified code is false before we 
reject it. 
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4. Results 

4.1 Question 1: FAULTS 
 
The first question regarded the number of faults per class that can be 
found in the new and in the modified classes. Table 1 summarizes our 
findings. 

Table 1. Average number of faults per modified and per new class in the respective 
systems.  Values in brackets describe standard deviations. Statistical sig. 
says if the difference between New and Modified classes is statistically 
significant (i.e., if, at 0.05 level, we can reject the hypothesis that, on 
average, New and Modified classes have the same number of faults). 

 System  
A1 

System 
 A2 

System 
 B1 

System 
 B2 

Avg. FAULTSNew 0.36  
(0.83) 

0.32 
(0.74) 

0.07 
(0.30) 

0.47 
(1.19) 

Avg. FAULTSModified 
0.62  

(1.47) 
0.58 

(1.44) 
0.14 

(0.51) 
0.46 

(0.88) 
Statistical sig. no no no no 

New

Modified

FAULTSAvg
FAULTSAvg
.

.
 1.73 1.84 1.93 0.99 

 
From Table 1 we can see that in most of our systems an average 
modified class had almost twice as many faults as an average new class 
(see Table 1, last row). The only exception was System B2 in which the 
average number of faults was similar in both new and modified classes. 
However, in neither of our systems the difference was statistically 
significant at the 0.05 level.  

4.2 Question 2: DENSITY 
 
The second question regarded the difference in fault densities of new 
and modified classes. Table 2 summarizes our findings. 
 
From Table 2 we can see that fault densities of new and modified 
classes were very similar. In the last row of Table 2 all values are rather 
close to 1, which suggests a similar average fault density of new and 
modified classes. In all studied releases, the statistical analysis 
indicated that the hypothesis about the equality of means could not 
have been rejected. 
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Table 2. Average fault densities of new and modified classes in the respective 
systems.  Values in brackets describe standard deviations. Statistical sig. 
says if the difference between New and Modified classes is statistically 
significant (i.e., if, at 0.05 level, we can reject the hypothesis that New and 
Modified classes have the same fault densities). 

 System 
A1 

System 
A2 

System 
B1 

System 
B2 

Avg. DENSITYNew 0.59  
(1.65) 

1.23  
(3.57) 

0.24  
(1.37) 

0.74  
(1.95) 

Avg. DENSITYModified 
0.76  

(1.90) 
1.33  

(4.56) 
0.22  

(0.93) 
0.70  

(1.70) 
Statistical sig. no no no no 

New

Modified

Avg
Avg

DENSITY.
DENSITY.  1.29 1.08 0.90 0.96 

 

4.3 Question 3: RISK 
 
Our last question regarded the difference in the risk of introducing a 
fault if writing a line of code in the new class as compared to writing 
the line of code in the modified class. The results are summarized in 
Table 3.  

Table 3. Average risk connected with introducing line of code into new and into 
modified classes in the respective systems.  Values in brackets describe 
standard deviations. Statistical sig. says if the difference between New and 
Modified classes is statistically significant (i.e., if, at 0.05 level, we can 
reject the hypothesis that writing the same amount of code leads to 
introducing, on average, the same amount of  faults in New and Modified 
classes). 

 System 
A1 

System 
A2 

System 
B1 

System 
B2 

Avg. RISKNew 0.59  
(1.65) 

1.23  
(3.57) 

0.24  
(1.37) 

0.74  
(1.95) 

Avg. RISKModified 
23.60  
(92.5) 

24.31 
(106.40) 

11.12 
(85.28) 

17.71  
(87.72) 

Statistical sig. yes yes no yes 

New

Modified

Avg
Avg

RISK.
RISK.

 40.00 19.75 46.50 24.03 
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Table 3 suggests that the risk associated with introducing a code line 
into a modified class is significantly higher than the risk associated 
with introducing a code line into a new class. The last row from Table 3 
clearly indicates that a codeline introduced or modified in an already 
existing class is about 20-40 times more likely to result in a fault, as 
compared to a codeline written in a new class. In most cases, our 
statistical analysis supports this finding. Only in System B1 we could 
not reject the hypothesis that the risk is similar in both cases. It is 
interesting, because the risk ratio (the last row in Table 3) is actually 
the highest in case of System B1.    

5. Discussion 
 
When comparing our results with the results obtained by other 
researchers we can observe some differences. One general conclusion 
from the studies reported in  [6-8] (see Section 2 for details) is that new 
code units are at least as fault-prone as modified ones. In the studies 
reported in [6, 8] the new code units are explicitly considered more 
fault-prone than reused ones. In [7], the authors consider the fault-
proneness of new code units to be similar to the fault-proneness of code 
units that existed in the previous releases of the system. However, the 
results concerning the average number of faults per code unit reported 
by them actually show that, on average, reused code units have less 
faults per file.  
 
Since the studies described above consider the number of faults per 
code unit as a measure of fault-proneness, they should be compared to 
our results concerning the FAULTS metric (see Section 4.1). Our 
results are closest to the results obtained by [7], in the sense that we do 
not consider the number of faults per code unit significantly different in 
new and modified classes. However, even though the difference 
between new and modified classes was not statistically significant, the 
higher average number of faults per class in modified classes in three 
out of four of our systems indicate that the modified classes are at least 
as fault-prone as the new ones. 
 
The results concerning the DENSITY metric are hard to compare with 
other studies, as the other studies do not quote relevant values 
explicitly. The only study we can refer to is the study described in [6], 
from which we can deduce that new code units have about twice as 
high fault densities as the new ones. This was not confirmed by our 
findings. We found that the average fault-densities in new and in 
modified classes are very similar. 
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Our last metric, i.e., the RISK metric, was introduced by us in this 
study, so we can not compare our findings with any results from the 
literature. Our results concerning the RISK metric indicate that the risk 
connected with writing/modifying a line of code in an already existing 
class is significantly higher compared to the risk connected with writing 
a line of code in the new class. In the cases we examined in this study 
the line of code written/modified in an existing class was 20 to 40 times 
more likely to result in a fault than the line of code written in a new 
class.  
 
The differences in our results obtained for the DENSITY and for the 
RISK metrics suggest that, on average, in our systems the modifications 
of the classes were rather small, i.e., the size of modification was much 
smaller than the size of the modified class. The average size of 
modification can be roughly quantified as a couple of percent of the 
size of class. As a basis for this quantification we use the information 
that the DENSITY of new and modified classes is roughly the same, 
while RISK is 20 to 40 times as high in the modified classes as in new 
ones. Since RISK has the same value as DENSITY for the new classes 
this relation (20 to 40 times) also roughly describes the average 
difference in size between the size of modification and the size of an 
entire class in modified classes. According to our results for FAULTS 
and DENSITY metrics, such a small modification of the class resulted 
in as many faults as we would expect if the same class was written from 
scratch.  
 
Obviously, one can reasonably argue that not all faults found in 
modified code are the result of a modification itself, some of them can 
be “inherited” with the code. In general, we agree with such a 
statement. However, such “inherited faults” should be also present in 
the fully reused, unmodified code. Since we know that among the 
reused code the fault-proneness of unmodified code is significantly 
smaller compared to the fault-proneness of modified code [4, 8] (see 
Section 2 for details), we see the actual modification as a factor that 
affects the fault-proneness of modified classes mostly. It is, however, 
an interesting issue for further investigation. 
 
One practical conclusion from our study is that it seems not useful, 
from an efficiency perspective, to concentrate fault detection or fault 
prevention activities specifically on the new or on the modified code if 
the cost of such activities is either constant or if it is proportional to the 
size of the class. In both cases the efficiency of fault detection is likely 
to be rather similar. However, if the cost of such an activity is related to 
the size of the modification then we clearly suggest focusing on the 
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modified code, as this is likely to lead to detecting more faults within 
given budget.  
 
In practice, it may be sometimes hard to know exactly what the actual 
cost model is. Our three cases (constant, related to the size of class, and 
related to the size of modification) are somewhat extreme. However, as 
we see it, they can still be useful in a decision making process. For 
example, we asked our industrial partner about the cost of performing a 
code-walkthrough. Code-walkthroughs essentially focus on the 
written/modified code. Our interviewees said that neither of our cost 
models was fully correct, because it was rarely so that it was enough to 
look only at modified code. However, they said that in case of code-
walkthroughs the RISK metric is much more relevant and closer to 
reality than DENSITY metric. It is so, because it never happens that an 
entire modified class is covered during a code-walkthrough. Based on 
this information, and our findings, we could suggest them focusing 
their code-walkthroughs mostly on the modified code.  
 
The findings from our study, especially those concerning the RISK 
metric, may be also used in the project planning phase. Since it seems 
that it is much more risky to modify classes than to write new ones, one 
possible preventive measure can be to assign more experienced 
developers to tasks requiring class modification.  
 
Theoretically, also some architectural decisions can be impacted by our 
findings concerning the RISK metric, e.g., to avoid class modification 
when introducing new functionality. On the other hand, we are aware 
that a line of code written in an already existing class is, on average, 
likely to deliver more functionality than a line of code in the new class. 
How to make trade-offs between these two ways of implementing 
functionality is an interesting research question.  
 
High RISK values obtained for modified classes clearly suggest that 
class modification is a difficult task. One possible explanation of this 
phenomenon can be that, in practice, it is difficult to fully understand 
all interdependencies within the class and, therefore, it is difficult to 
modify a class without introducing faults. It would be interesting to see 
to what extent our findings concerning the risk of modifying existing 
code are affected by the fact that the studied systems were developed in 
the object-oriented technology. Modifying a class can be considered 
more risky than e.g., modifying a library of functions, since, 
potentially, we can violate some internal assumptions in the class and, 
in this way, cause faulty behavior of the entire class. Modification of 
class code is a strongly discouraged practice (see e.g., Open-Close 
principle [5]). However, this high risk connected with modifying a 
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class, as compared to modifying e.g., a library of functions, is only a 
hypothesis, which we could not verify in this study. 
 
Another interesting research question is connected with the fact that in 
Table 3 the standard deviation values for RISK for modified classes are 
much greater than those for new classes. This indicates that the 
dispersion of RISK measures is large, i.e., that there is a large 
variability in the risk of modifying particular classes. An interesting 
topic for further investigation would be finding a method for 
identifying classes that are especially risky to modify, i.e., with 
especially high RISK values. We tried to correlate high RISK values 
with some basic class and modification characteristics, e.g., class size, 
modification size, relative modification size (size of modification 
divided by the size of class) but we obtained rather low correlation 
values (Spearman correlation coefficient was positive but always below 
0.3). This indicates low applicability of these measures for predicting 
RISK metric.      

6. Conclusions 
 
The goal of this study was to compare the fault-proneness of new and 
modified code. We identified three different perspectives on fault-
proneness, which we later used to compare the fault proneness of new 
and modified classes from two consecutive releases of two large 
systems produced by Ericsson. 
 
The first perspective, which we identified, relates the fault-proneness of 
the class to the number of faults that were found in the class. The 
second perspective associates the fault-proneness of the class with its 
fault density. In the third perspective the fault-proneness is measured as 
the number of faults found in the class divided by the amount of code 
that was actually written or modified in the class. Therefore, when 
comparing the fault-proneness of new and modified classes from this 
third perspective we compared how risky the class modifications were, 
as compared to writing new classes.  
 
We found that there is no difference between the number of faults per 
class in new and in modified classes. On average, the modified classes 
had more faults, but the difference was not statistically significant. 
There was also no statistically significant difference between the fault 
densities in new and modified classes. Our results are different from the 
results reported by other researchers in this area. Usually they reported 
that new code had more faults and higher fault densities compared to 
modified code.  



Comparing the Fault-Proneness of New and Modified Code  
– An Industrial Case  

 

 257 

 
We found, however, a large and statistically significant difference 
between the risk of introducing a fault into the class when writing a 
codeline in a new class compared to writing/modifying a codeline in an 
existing class. We quantified this risk as 20 to 40 times as high in 
modified classes as in new ones. This shows that class modification is a 
risky and fault-prone task. This appears to be the most interesting and 
novel finding of our study, since we could not find any related work for 
this kind of measure. 
 
Finally, we presented a number of practical conclusions that can be 
drawn from our study. The major conclusion is that the large risk 
connected with modifying existing classes suggests that special 
attention should be put on the tasks that require class modification. For 
example, the number of quality assurance activities that concentrates on 
reviewing the modification itself (e.g., code-walkthroughs) can be 
increased. However, it seems not useful to focus activities that aim at 
analyzing an entire class, e.g., testing, specifically on the modified 
code, as it is not likely to lead to finding more faults than if such 
activities were focused on the new classes. The same applies to 
focusing testing specifically on new classes – it is also not likely to 
bring any better results compared to focusing testing on modified 
classes.  

7. Acknowledgements 
 
The authors would like to thank Ericsson for providing us with the data 
for the study and The Collaborative Software Development Laboratory, 
University of Hawaii, USA (http://csdl.ics.hawaii.edu/) for the LOCC 
application. 
 
This work was partly funded by The Knowledge Foundation in Sweden 
under a research grant for the project "Blekinge - Engineering Software 
Qualities (BESQ)" (http://www.bth.se/besq). 
  

8. References 
 

[1] A.D. Aczel and J. Sounderpandian, Complete business statistics, 
McGraw-Hill, Boston, Mass., (2006). 

[2] B. Boehm and V.R. Basili, Software Defect Reduction Top 10 List. 
Computer, 34 (2001), 135-137. 



 
Paper VIII 

 258 

[3] L.C. Briand, J. Wust, S.V. Ikonomovski, and L. H., Investigating 
quality factors in object-oriented designs: an industrial case study. 
Proc. of the 1999 Int'l Conf. on Software Eng., (1999), 345-354. 

[4] T.M. Khoshgoftaar, E.B. Allen, R. Halstead, G.P. Trio, and R.M. Flass, 
Using process history to predict software quality. Computer, 31 (1998), 
66-73. 

[5] B. Meyer, Object-oriented software construction, Prentice Hall, Upper 
Saddle River, N.J., (1997). 

[6] T.J. Ostrand, E.J. Weyuker, and R.M. Bell, Predicting the Location and 
Number of Faults in Large Software Systems. IEEE Transactions on 
Software Engineering, 31 (2005), 340-355. 

[7] M. Pighin and A. Marzona, An empirical analysis of fault persistence 
through software releases. Proceedings of the International Symposium 
on Empirical Software Engineering, (2003), 206-212. 

[8] R.W. Selby, Empirically based analysis of failures in software systems. 
IEEE Transactions on Reliability, 39 (1990), 444-454. 

[9] F. Shull, V. Basili, B. Boehm, A.W. Brown, P. Costa, M. Lindvall, D. 
Port, I. Rus, R. Tesoriero, and M. Zelkowitz, What we have learned 
about fighting defects. Software Metrics, 2002. Proceedings. Eighth 
IEEE Symposium on, (2002), 249-258. 

[10] U.o.H. The Collaborative Software Development Laboratory, USA, 
LOCC Project Homepage, http://csdl.ics.hawaii.edu/Tools/LOCC/. 
(2005), The Collaborative Software Development Laboratory, 
University of Hawaii, USA. The Collaborative Software Development 
Laboratory, University of Hawaii, USA. 

[11] C. Wohlin, P. Runeson, M. Höst, M. Ohlsson, B. Regnell, and A. 
Wesslen, Experimentation in software engineering: an introduction, 
Kluwer, Boston, (2000). 

 
 



Comparing the Fault-Proneness of New and Modified Code  
– An Industrial Case  

 

 259 

 



 



Introduction 

Paper I 

Paper II 

Paper III 

Paper IV 

Paper V 

Paper VI 

Paper VII 

Paper VIII 

Paper IX 



 



 
 
 
From Traditional to Streamline 
Development – Opportunities and 
Challenges 
 
Piotr Tomaszewski, Patrik Berander, Lars-Ola Damm 
 
To be submitted to a journal. 
 
 
 
 
 
Abstract 
 
Traditional software development processes have shown to be 
inappropriate for markets where it is necessary to quickly respond to 
changing customer needs. Therefore, a number of modern development 
processes that attempt to improve customer responsiveness have been 
developed. One such modern process is Streamline Development, a 
process developed by and for Ericsson AB. This paper presents an 
early evaluation of the suitability of Streamline Development for 
Ericsson. The evaluation was performed by finding positive and 
negative aspects of introducing Streamline Development, as well as 
identifying issues to address if implementing the new process. The data 
regarding the impact of introducing Streamline Development was 
collected in a series of interviews and then structured using a 
modification of Force Field Analysis.  
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1. Introduction 
 
Today’s competitive business environment in the software domain has 
resulted in a situation where it is no longer enough to develop systems 
with adequate functionality, quality and price to remain competitive. 
Nowadays, it is becoming increasingly important to quickly respond to 
changing customer and market demands. In the last years, it has 
become evident that traditional software development processes do not 
handle this new situation very well [1, 3-5, 11, 17]. The reason for this 
is that traditional processes tend to have rather long life cycles and do 
not deliver the actual customer value (i.e. the working system) until late 
in the process [8]. Additionally, traditional processes are not very good 
at coping with changing requirements and, at the same time, due to 
their long duration they are especially exposed to changing market 
demands. Changing requirements are a source of significant amount of 
rework necessary to adapt the system to the new requirements [15]. 
Such rework caused by changing requirements is one of the most 
important productivity bottlenecks in large projects (see Paper I and 
Paper II). These drawbacks of the traditional processes are a problem in 
a business environment where changing user needs occur and 
organizations need to find ways to deal with them. 
 
To address the problems presented above, research and practice within 
the software domain have switched focus from such traditional 
processes to processes that favor customer responsiveness [15]. In these 
emerging processes, the system (or parts of the system) is usually 
available early in the development process. This makes it possible to 
meet customer needs faster and deliver value to the customers earlier. 
Frequent releases enable early customer feedback, which results in a 
customer getting more involved in the entire development process. 
This, in turn, makes it possible to detect and address changing needs of 
customers much earlier and thus improves customer responsiveness and 
reduces the risk of waste caused by implementing inadequate 
functionality. 
 
The challenges with traditional processes and the potential in the 
emerging processes have been recognized by Ericsson AB, one of the 
major software developers of telecommunication systems in the world. 
Currently, Ericsson’s systems are developed in a rather traditional style, 
in large projects that have long life cycles (often more than a year). As 
an effect of this, Ericsson has experienced similar problems as the ones 
presented above. To address these problems, a new in-house developed 
process called Streamline Development (SD) has been suggested.  
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This paper presents a study performed at Ericsson that was planned as 
one of the activities aiming at an early evaluation of SD applicability 
for replacing current development practices. The goal of this study was 
to identify benefits and drawbacks of SD as the development process to 
be used at Ericsson, as well as changes that are required to prepare the 
organization and products for successful implementation of SD. The 
study was performed in two Product Development Units (PDUs) at 
Ericsson. The information regarding the impact of introducing SD was 
collected by interviewing persons representing the roles that would be 
affected by a change to SD. To structure the data collected in the 
interviews, a modified version of Force Field Analysis [6] was used.  
 
 The paper is structured as follows: Section 2 presents the current 
development process used at Ericsson, as well as the SD. Section 3 
describes related research. Section 4 describes the methods used in this 
study. Section 5 focuses the results. Section 6 discusses the findings 
and Section 7 concludes the work. 

2. Ericsson AB and their development processes 
 
Ericsson AB is an ISO 9001:2000 certified company in Sweden. 
Ericsson is one of the global market leaders within the 
telecommunications domain and sells systems to a market with 
basically all mobile operators as potential customers. In order to give 
some background regarding the work practices at Ericsson Section 2.1 
presents a description of the traditional development process that is 
currently used at Ericsson. In addition, the major problems Ericsson is 
facing due to the use of this process are presented. Section 2.2 presents 
the suggested new way of developing software, i.e., Streamline 
Development (SD) and describes the ways in which it is supposed to 
overcome the problems of the traditional development process 
described in Section 2.1. The process descriptions presented in the 
following sections are simplified since the main intention is to 
underline the major differences between the processes rather than 
describe them in detail.   

2.1 Traditional development process 
 
Figure 1 presents a simplified visualization of how the software is 
developed currently at Ericsson. Normally, products are developed in a 
number of consecutive releases. The product releases are developed in 
large, long–lasting (from one to two years), projects with the scope 
defined upfront. The scope is set by selecting a number of requirements 
from the requirements repository. These requirements are refined into a 
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requirement specification that should cover an entire project. Based on 
this requirement specification, a new version of the system is developed 
and released to the customers. 

Figure 1. Traditional development process at Ericsson (one main product release). 

 
 
Due to the length of the projects, it often happens that customers’ needs 
change when the project is still ongoing.  This means that some of the 
requirements specified in the beginning become obsolete. Therefore, 
some requirements need to be added, some need to be changed, and 
some need to be deleted to better match the customer expectations. 
When a change in needs is identified, a Change Request (CR) is filed 
(see Figure 1). A CR describes an alteration from the original 
requirement baseline (the changes are handled similarly to what is 
described in [7]). This may imply that an “original” requirement that 
has already been implemented must be either re-implemented or thrown 
away depending on the kind of CR. In either case, CRs are a source of 
waste in the project.  
 
The description above primarily concerns projects aiming for a broad 
market launch. However, it is also common that specific customers 
initiate requirements that should not be included in the main release 
(and hence not in a main project) for some reason. Such requirements 
are denoted as Customer adaptation requests in Figure 1. They are 
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usually urgent and must be addressed quickly. When a decision is made 
to meet such customer specific requirements a customer adaptation 
project is started and the requested functionality is implemented into 
the system. Upon completion of such a project, the product is released 
to the ordering customer but it is not integrated with the main product 
and therefore has to be maintained as a separate product branch (see 
Figure 1).  
 
One of the main problems Ericsson has with the process described 
above is the high cost of handling CRs. As mentioned above, CRs are a 
source of waste and rework. Due to the long lead-times CRs are 
relatively common in the current projects at Ericsson. Therefore, CR 
handling accounts for a significant part of project cost, decreases 
productivity and increases project lead-time. In addition, long lead-
times decrease the company’s competitiveness by lowering customer 
responsiveness. Another problem faced in traditional projects at 
Ericsson is the cost of handling customer adaptations. Each such 
adaptation has to be maintained almost as a separate product, which 
makes them very expensive.     

2.2 Streamline Development Process 
 
Streamline Development (SD) is presented in Figure 2. In SD, the 
projects will be significantly smaller and shorter (at most 3 months 
long) than in the traditional process described in Section 2.1. This 
obviously means that the scope of each project will be reduced. A 
project in SD is initiated when there is a development team available 
and when there are a suitable number of highly prioritized requirements 
that can be combined into a requirements package (based on that they 
fit well together, etc.). The size of such a requirements package is 
limited by the project length – it should be possible to implement the 
requirements from the package within the project boundaries, i.e., in 
less than 3 months.   
 
When developing according to SD, there will always be one (and only 
one) version of the product at any point of time. When a development 
project is completed, its outcome is integrated with the current baseline, 
i.e., the current system version (see Figure 2). Such integration creates 
a new baseline that the next project will be integrated with. After 
integration it should be possible to release the system to the customers. 
Customer adaptation projects are handled in the same as any other 
projects, i.e., they are integrated into the main product (see Project B in 
Figure 2). This means that only one latest system version needs to be 
maintained. However, even though each project produces a new system 
version that potentially can be released, it does not have to be released 
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to the market. Therefore, in Figure 2, some of the system versions are 
marked as “potential releases”, which means that they can be released 
but do not have to be. Such a separation between development and 
release is a clear difference from the traditional development, where the 
aim of the project was to release a new version of the system to the 
market.  

Figure 2. Streamline Development process 

 
 
SD is supposed to address a number of shortcomings of the traditional 
development described in Section 2.1. Since SD-projects are much 
shorter than traditional projects, they are less exposed to the risk of 
changing market demands. Hence, the system developed in such 
projects is likely to be delivered to the customers before the market 
demands change. This should reduce the risk of waste due to re-
implementation or throw-away. If market demands change, a new 
project will be started to adapt the current system to the new needs. SD 
also deals with the problem of the high cost connected with maintaining 
customer adaptations. In SD, customer adaptations will be integrated 
into the main product, which should reduce the cost connected with 
maintaining separate product branches. 
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3. Related work 
 
Streamline Development aligns well with other modern development 
practices (e.g., incremental development, evolutionary development, 
extreme programming). There are a lot of studies [3-5, 11, 13, 17] that 
discuss advantages and disadvantages of such modern development 
practices in relation to more traditional software development 
processes. However, no such studies have reported about SD, for the 
simple reason that SD is an internally developed process at Ericsson. 
Nevertheless, several studies reported describe processes that are 
similar to SD (e.g., processes that focus on customer responsiveness, 
elimination of rework). Therefore, findings and conclusions from such 
studies are interesting to investigate and compare with the findings 
from the study presented in this paper.  
 
One characteristic of SD is the ability to release more often than in 
traditional processes. The advantages of early and frequent releases are 
often discussed in the context of incremental software development. An 
interesting overview of the findings concerning advantages of using 
incremental approaches is presented by Benediktsson and Dalcher [1]. 
They argue that incremental software development provides early 
return on investment to the customers, assures closer fit to the real 
customer needs, decreases the risk of rework by involving customers 
early in the development process, decreases the reliance on specialist 
personnel, lowers the dependency on external deliverables, allows 
better informed decision making and better understanding of trade-offs, 
reduces maintenance cost, and enables better resource management. 
 
Another list of advantages of using incremental approach is presented 
by Graham [4]. The advantages are divided into two groups; 
advantages for developers and for customers. Among the benefits for 
developers Graham presents improved team morale, reduced 
maintenance, reduced risk, easier control of over-engineering, 
facilitated measurement of productivity, rapid feedback on the 
correctness of estimations, and a reduced cost of change requests 
handling. As advantages for customers Graham [4] presents early 
availability of products, increased confidence in developer, better 
software quality, longer software lifetime, more flexible options, 
increased user acceptance, increased system assimilation, increased 
understanding of requirements and ability of software to meet real, not 
frozen needs. Apart from advantages, Graham [4] also presents a list of 
problems connected with incremental development. The list is largely 
based on [13]. The problems are divided into hardware related 
problems, life cycle problems, management problems, and 
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financial/contractual problems. In this paper, the life cycle and 
management problems are of primary interest, and hence focus is put 
on these. Problems related to the life cycle concern problems with the 
requirements specification of increments, design integrity, a need for 
additional testing, and high cost of configuration management. 
Management problems, on the other hand, regard problems with: co-
ordination of teams, controlling releases of increments, and 
prioritization and scheduling of increments as well as problems with 
introducing certain “cultural changes” in the organization.  
 
In [9], Middleton discusses the advantages of lean software 
development. Lean software development is somewhat similar to SD, 
as it focuses on short cycles between specifying requirements and 
producing software. By using lean software development, Middleton 
[9] showed that it has a positive impact on quality of software. 
However, he also observed that introducing practices like lean software 
development into organizations that have traditional processes often 
requires changes in the organization. Such changes are required since 
traditional “vertical” hierarchy may not apply to the new way of 
working where closer and more “horizontal” collaboration between 
roles may be required.  Such change may require further changes, e.g., 
changes in role responsibilities, promotional patterns, etc. 
 
There are also empirical studies that attempt to quantify the gains from 
using modern development approaches rather than traditional ones. In 
[3], Dalcher at al. present an experiment in which a number of teams 
developed similar systems using different processes. In this study, the 
teams used a traditional approach, incremental development, 
evolutionary development, and extreme programming. The results 
showed that the use of modern approaches (i.e., incremental 
development, evolutionary development, and extreme programming) 
lowered lead-time and improved productivity. Further, there are several 
“success stories” [5, 11, 17] reported in relation to implementation of 
modern development practices, similar to SD. These claim that such 
practices increased customer satisfaction from the product [5, 17], 
improved product quality [5, 11], and decreased cost [5].  
 
There are also studies reporting about situations where an organization 
has a working traditional process and considers moving towards a 
modern process. For example, Boehm and Turner[2] identified barriers, 
both perceived and actual, that must be considered when introducing 
agile processes in the place of traditional ones. These barriers are 
divided into development process conflicts, business process conflicts 
and people conflicts. When discussing development process conflicts 
the authors mention that applying agile processes to legacy systems 
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might not always be easy. For example, refactoring, which is a key 
practice in agile development, is usually very difficult in legacy 
systems [2]. Among business process issues the authors mention issues 
connected with human resources (e.g., different positions and different 
competence may be needed), project progress measurement (e.g., 
traditional milestones may not always be applicable for agile 
development), and process standard ratings (e.g., introducing agile 
processes may affect the rating of a company with respect to certain 
standards, like ISO or CMMI) [2]. Finally, when investigating people 
conflicts, the authors [2] mention issues connected with change 
management (e.g., usually there is some resistance to change among the 
staff) as well as some logistical issues (e.g., many agile practices 
require teams to be collocated).[2] 

4. Method 
 
This goal of study was an early evaluation of SD applicability for 
replacing the traditional development process currently used at Ericsson 
(see Section 2.1 for information concerning the current development 
practices at Ericsson and Section 2.2 for the description of SD). The 
main analysis method used in this study was Force Field Analysis 
(FFA), which is an analysis method used in early evaluations of change 
suggestions [6]. The FFA method is described in more detail in Section 
4.1. The information regarding the impact of SD introduction was 
collected by performing a number of interviews with persons that 
represent those roles in the company that will be affected by 
introducing SD. The findings from the interviews were later post-
processed and structured using FFA by the researchers performing this 
study. More detailed information regarding the data collection and 
analysis can be found in Section 4.2. 

4.1 Force Field Analysis 
 
Force Field Analysis (FFA) is a method for identifying issues that 
should be taken into account when deciding if to implement a strategic 
change [6]. FFA is performed by identifying and categorizing data 
about a change according to the following key factors [6]: 
 

- Pushing factors: aspects of the current situation that would aid 
implementation of the change (e.g., enthusiastic staff) 

- Resisting factors: aspects of the current situation that would resist 
the implementation of the change (e.g., lack of management support) 

- New Additions: additions that must be in place to make the change 
possible (e.g., new tools must be acquired) 
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By balancing the Pushing factors and the New Additions with the 
Resisting factors (as presented in Figure 3), FFA makes it possible to 
evaluate how successful the implementation of the change is likely to 
be.  

Figure 3. Force Field Analysis 

 
 
 
In the study presented in this paper, FFA had to be modified slightly 
since the aim with the study was not to evaluate the probability of 
success of the change implementation but rather the change (i.e., the 
SD introduction) itself. Therefore, the definitions of the three factors 
taken into account in FFA were slightly modified: 
 

- Pushing factors: the advantages of SD. Things that would improve 
after introducing SD (e.g., customer responsiveness would improve). 

- Resisting factors: threats connected with introducing SD, i.e., things 
that would worsen if introducing SD (e.g., the quality of the 
architecture would deteriorate). 

- Required changes: Issues that must be resolved and problems that 
must be overcome before the SD can be implemented (e.g., new 
competence must be acquired). 

By balancing Pushing and Resisting factors it is possible to make an 
informed decision if the change is worth introducing or not. The 
information about the Required changes makes it possible to assess the 
cost of introducing the new processes and to identify issues that must 
be resolved before the new process can be introduced.  

4.2 Data collection and analysis 
 
Before the study, a meeting with two department managers from two 
Product Development Units (PDUs) at Ericsson was arranged. One of 
these managers was responsible for the evaluation and potential 
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implementation of SD at his PDU, while the other manager was a 
representative from the management team at the other PDU. During this 
meeting it was decided that the opinions regarding benefits and 
drawbacks of SD as well as opinions about changes that are required 
for successful implementation of SD (i.e., data necessary for FFA) 
should be collected by performing interviews. Further, the following 
questions were addressed during the meeting to clarify the scope of the 
evaluation: 
 

- From which perspectives should the evaluation be done? – a number 
of different evaluation perspectives can potentially be identified, 
e.g., product perspective, organization perspective but also some 
role-related perspective like development or marketing perspective. 
The reason for discussing this issue was to find out which 
perspectives are of interest for people making decisions about 
introducing SD. 

- Who should be involved in the evaluation? – it was important to 
identify roles that should be interviewed at each PDU in order to 
capture the aspects of interest. Persons representing these roles were 
the main source of information in this study.    

 
During the meeting the following perspectives were found important by 
the managers: 
 

- Organizational perspective – when introducing a new development 
process (such as SD), it is common that the organization must 
change. This means that it is not only the size of the project, the 
order of things done, etc. that must change but also work 
responsibilities, resource utilization, and so forth. Further, it might 
be so that SD is more applicable for some PDUs and less for other. 
To capture these issues the interviews were performed at two 
different PDUs and questions regarding applicability of SD for each 
of them were asked.  

- Product perspective - products may have to change due to the 
different way of developing the software. Since Ericsson has a 
product portfolio with products with different characteristics, 
potentially some of these products are more suited than others for 
development with SD. To capture such issues, questions concerning 
the applicability of SD for different products were included.    

 
The managers suggested interviewing all roles that will be affected by 
introducing SD since this was the only way to provide the holistic 
picture of the change. This means that a sample representing the major 
roles in the two PDUs was needed. The following roles were 
recommended to be included in the interviews: 
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- Operative Product Managers – persons that can be considered as 
customers' spokespersons in a project. Their major role is to decide 
what should be done to meet customer needs.  

- System Managers – persons responsible for refining requirements 
and deciding how the requirements can be implemented in the 
system. 

- Designers – persons responsible for the designing and implementing 
the system.  

- Testers – persons responsible for verifying that the product works 
properly and according to its specification [12]. 

- Project Managers – persons holding the overall responsibility for a 
project. Project Managers plan, direct, and integrate the work efforts 
in order to achieve the project's goals [10]. 

- Configuration Managers – persons responsible for build 
environments, product and document storage systems, creation of 
deliverable products from developed code and documents, and for 
managing changes. 

 
In total, 12 interviews were performed (six roles from each of the two 
PDUs) during which 27 persons were interviewed. Each interview was 
scheduled for two hours. At each of these interviews, the following 
persons participated: 
 

- persons representing one role at one of the PDUs (usually two to 
three persons) 

- two researchers, one led the interview and one acted as a secretary 
 
By using this setting, it was possible to get role and PDU specific 
discussions at the same time. Further, by having more than one person 
from each role, it was possible to get discussions between the 
interviewees. The discussions were facilitated by the fact that the 
interviewees were familiar with each other. By having two researchers 
present, (one interview leader and one secretary responsible for taking 
notes), it was possible to keep a good flow of the conversations at the 
same time as the necessary information was collected.  
 
As the study was meant as exploratory, a certain degree of freedom was 
given to the interviewers to enable them to ask follow-up questions 
when some new issues popped-up, to reformulate some of the 
questions, or to change the order in which questions were asked. 
Hence, the interviews can be classified as semi-structured [14]. Another 
option was to use unstructured interviews, which are very common in 
exploratory studies [14]. However, at the time of the study the topic 
was largely discussed in the company and some people were very 
opinionated. By using purely unstructured interviews, there could be a 
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risk that the conversations would focus only on positive or negative 
aspects of the case. This could have led to collecting only partial 
information about the studied situation. By adding some structure to the 
interviews and asking questions that forced the interviewees to focus on 
different aspects, this risk was reduced.  
 
After each interview, the secretary post-processed the information 
collected and prepared the final result of the interview. During this 
process, the information was validated and potential repetitions and 
ambiguities were removed. As a final validation, the person leading the 
interview went trough the result and discussed potential discrepancies 
in views with the secretary. If any discrepancies were found, the issue 
was discussed until consensus was reached. To facilitate the analysis, 
the statements describing the opinions of the interviewees were 
collected in a spreadsheet. This spreadsheet was later used to make the 
classification of the data easier in the analysis part explained below. 
 
The final grouping of all the identified factors according to FFA (i.e., 
into Pushing factors, Resisting factors, and Required changes) was 
done jointly by the researchers involved in the study during a 
consensus meeting. The major purpose of this activity was to present 
the data in a usable form so that the findings can be useful for the 
decision makers at Ericsson. However, some problems were 
experienced when doing this. First of all, it was problematic to get a 
good picture of the factors due to the size of the data set (about 300 
statements representing opinions of the interviewees regarding the 
introduction of SD were collected). Another problem was that the 
opinions were stated at different levels of abstraction, which made them 
hard to compare. To address these problems the similar statements were 
grouped and presented on the comparable abstraction level during a 
consensus meeting.  
 

5. Results 
 
This section presents the most important results of the study. It must be 
clear that the statements presented in this section are based on the 
opinions of the interviewees about the potential introduction and usage 
of SD, i.e., they are not any actual experiences with SD as SD has not 
yet been implemented. The results presented in this section represent 
the main findings and are presented according to the classification 
presented in Section 4.1, i.e., as Pushing factors (Section 5.1), Resisting 
factors (Section 5.2), and Required changes (Section 5.3).  
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5.1 Pushing factors 
 
The Pushing factors are the positive effects of introducing SD. They are 
summarized in Table 1.  

Table 1. Summary of Pushing factors of SD. See Section 5.1 for details regarding 
each of the factors. 

Factor Description 
Increased 
motivation of 
the staff 

Shorter projects and immediate feedback will let 
everyone involved in the development process 
see the results of their work faster. 

Improved 
productivity 

Shorter projects tend to have more stable scope 
because they are less exposed to the risk of 
changing market demands. Stable scope 
minimizes the waste since not that much rework 
must be done to adapt the system to new 
requirements. 

Increased 
customer 
responsiveness 

SD makes it possible to release new versions of 
the system more frequently and hence respond to 
new customer demands quickly. 

Simplified 
maintenance 

In SD there will be only one version of the 
system produced with no branching for customer 
adaptations. That will minimize the number of 
maintained system versions and, therefore, 
minimize the cost of maintenance.  

Improved 
communication 

Projects will be performed by smaller teams. 
Small team size makes it possible to have more 
frequent and efficient communication between 
all team members. 

Increased 
competence 
level 

Fast feedback will facilitate personal 
development. Project-related competence will 
improve due to frequent projects. 

Improved 
controllability 
of the project 

Due to smaller project size and scope it will be 
easier to control the project but also to perform 
estimations and predictions concerning the 
project. 

 
A common view among the interviewees was that introducing SD 
would result in increased motivation of the staff involved in the 
software development. As major reason for that, the interviewees 
mentioned the positive impact of short projects. In short projects, the 
end of a project is more “tangible” and thereby people will be more 
motivated. Another motivating aspect of short projects, according to the 
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interviewees, is that short projects provide almost immediate feedback 
and make it possible to quickly see the results of their own work.  
 
The interviewees shared an opinion that smaller projects will lead to 
higher productivity. The reason for increased productivity was the fact 
that short projects are less exposed to the risk of changing 
requirements. The change of requirements commonly involves waste 
because already performed work has to be re-made (or removed) to 
meet changed requirements. According to the interviewees, the more 
stable scope in small projects minimizes the risk of waste (and hence 
unnecessary work) and therefore, leads to higher productivity.  
 
Interviewees also mentioned that SD can give a competitive advantage, 
because it will increase the customer responsiveness by delivering the 
products to the customers fast. The short time between “ordering” 
functionality and getting it should be very attractive from Ericsson’s 
customers’ perspective. The customers are interested in getting new 
systems with new features fast because these systems often give them 
an advantage over their competitors. 
 
Another positive aspect of introducing SD is connected with the idea of 
producing only one version of the system and incorporating customer 
adaptations into the main product. The interviewees shared the opinion 
that this should simplify the maintenance and reduce its cost. Currently, 
many product branches have to be maintained (e.g., for each customer 
adaptation), which is very expensive.   
 
Further, SD should also improve the communication within the 
projects. The development teams will be smaller and the 
communication within the teams will be easier and more frequent. 
Therefore, relatively more time can be spent on producing the system 
than on control and synchronization between development team 
members. According to the interviewees, the risk of costly 
misunderstandings (e.g., misunderstandings concerning requirements) 
will also decrease since the collaboration between different roles will 
be closer as a result of improved communication.  
 
Due to the improved communication within projects and closer co-
operation between different roles, the overall competence level should 
increase since team members will have more chances to learn from 
each other. The learning process will be further facilitated by small 
projects. In small projects the time between requirement specification, 
implementation and testing will be short, which will provide instant 
feedback to all roles. This will promote and facilitate personal 
improvement; the competence of individuals should increase because of 



From Traditional to Streamline Development – Opportunities and Challenges 
 

 279 

quick feedback on the quality of their work. Additionally, the projects 
will be more frequent and the personnel will do their tasks more often. 
Thus the overall competence related to performing a project should also 
increase.  
 
The respondents also believed that SD should improve the 
controllability of the projects, mainly because of the reduced size of the 
projects and better communication within them. Small projects make it 
possible to make more correct predictions and estimations regarding 
their lead-time and cost. It is also easier to obtain and maintain an 
overall picture of what is happening in the project and, therefore, it is 
also easier to monitor progress.  

5.2 Resisting factors 
 
The Resisting factors are the effects of introducing SD that, according 
to the interviewees, will have a negative impact on software 
development at Ericsson. They are summarized in Table 2.  
 
The interviewees often mentioned problems with assuring the quality 
of the systems as possible drawbacks if introducing SD. Since SD puts 
a lot of pressure on keeping the projects short, the interviewees saw a 
risk that quality assurance may suffer. The interviewees also perceived 
SD as a very “feature oriented” process – the small projects’ primary 
goal will be to deliver the functionality as quickly as possible. This 
attitude may promote short term thinking because of which long term 
goals, like maintaining the quality of the systems, may suffer.  
 
According to the interviewees, one of the major undesired 
consequences of the “feature orientation” of SD may be architecture 
deterioration. Since SD is feature oriented, architectural improvements 
may be neglected when planning which requirements to implement thus 
causing architecture deterioration. Another problem related to 
architecture deterioration is that small projects are not appropriate for 
implementing large architectural improvements. This may make it hard 
to address architectural deterioration problem after introducing SD.  
 
Some interviewees mentioned high maintenance cost as one of the 
problems. This may sound as a paradox, because maintenance cost 
decrease was mentioned as one of the positive aspects of introducing 
SD (see Section 5.1 for details). However, some interviewees noticed 
that another feature of SD, the ability to release very often, may lead to 
a situation that there will be a large number of system releases present 
in the market. Today a new version of the system is available, on 
average, every year and a half. With 3 months projects, that 
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additionally can be overlapping, a new version of a system can appear 
much more often. Since customers are not always willing to update 
their systems so frequently, there is a clear risk of having a large 
number of releases out in the market that have to be maintained and 
supported.  

Table 2. The summary of Resisting factors of SD. See Section 5.2 for details 
regarding each of the factors 

Factor Description 
Difficulty in 
assuring 
quality 

SD suggests keeping projects short. Quality 
assurance activities often tend to suffer when cutting 
costs in the project.   

Long-term 
architecture 
deterioration 

The main focus of short projects is on adding 
functionality in an efficient manner. That causes a 
risk of taking short-cuts and forgetting about issues 
like system architecture. Furthermore, such 
architecture deterioration may be hard to address in 
SD as large architectural changes will be hard to 
introduce in small projects.   

Increased 
maintenance 
cost 

Frequent releases and lack of possibility to enforce 
their installation on customers causes the risk of 
having a number of releases in the market that must 
be maintained. 

Increased 
backward 
compatibility 
cost 

Doing frequent releases means that each new release 
must support data migration from a large number of 
previously released systems 

Dependence 
on 
individuals  

In small projects the dependence on the skills and 
knowledge of individuals is large – there is a high 
risk of loosing competence when loosing a team 
member. 

Applicability 
to legacy 
systems 

SD must be supported by the architecture of a 
system. Legacy systems were not architected with 
SD in mind. 

Old (legacy) 
processes are 
still used   

Even though SD requires rather dramatic changes of 
current processes, there might be a risk that 
personnel is used to old ways of working, and 
continues working in the old way with only slight 
modifications.  

 
Another problem with having many releases of systems present in the 
market is the need of keeping backward compatibility when releasing a 
new system version. For example, it happens that the database format 
changes between different releases. In such a case, an installation 
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program of the new release of the system has to perform data migration 
to the new data format. Having many releases on the market would 
mean that an installation program would need to support data migration 
from a large number of database formats.  
 
The interviewees shared an opinion that the dependence on individual 
persons is a much larger problem in small projects compared to the 
current large ones. The reason for that is that developer teams will be 
smaller in SD and therefore, the consequences of someone dropping out 
from a project are likely to be more severe. Such a loss would be very 
difficult to compensate in a time of a short project. 
 
Some of the interviewees were concerned about the applicability of SD 
to already existing, large software systems. They argue that the system 
architecture must support software development in a number of small 
concurrent projects. Also the dependencies within the system must be 
well understood to enable efficient project planning (projects should 
not collide with each other). Such good knowledge of system structure 
is often a problem in the case of legacy systems. Additionally, some SD 
concepts also require certain support from the architecture. One 
example can be the idea of integrating customer adaptations with the 
main product. Such adaptations are usually made for one particular 
customer and should not be accessible for other customers. This implies 
that the architecture should provide means of switching on/off certain 
functionalities. Since legacy systems were not architected with this SD 
specific requirements in mind, there is a risk that their architecture is 
not suitable for SD.  
 
Apart from legacy systems the respondents also discussed legacy 
processes. When changing to a new way of working, new processes 
that will fit this new way of working must be developed as a 
replacement for the old processes. Even though everyone agreed that 
this is the way to introduce the change, several interviewees saw a clear 
risk that it will be tempting to try to use currently existing processes in 
SD. The old processes are not meant to be used in an environment like 
with SD, which means that the usage of old processes may affect SD 
negatively.  

5.3 Required changes 
 
Required changes are issues that, according to our interviewees, must 
be tackled before introducing SD in order to make the introduction of 
SD successful.  The Required changes are summarized in Table 3. 
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Table 3. The summary of Required changes connected with introducing SD. See 
Section 5.3 for details regarding each of the factors. 

Suggestion Description 

Introduce 
continuous 
requirements 
management 

The inflow of new requirements is constant. 
The requirements must be continuously 
prioritized because project planning depends 
on that. Also the requirements prioritization 
depends on the current baseline (system 
version). Therefore it must be updated every 
time the baseline changes, i.e., every time a 
new system version is released 

Assure effective 
pre-project 
planning 

A number of concurrent projects must be 
coordinated so that there will be no collisions 
between them. Also many things (e.g., 
allocation of some resources) that can now be 
planned in the project will have to be planned 
before project starts. 

Increase the 
efficiency of the 
installation 
procedure 

Efficient installation procedure will make 
testing more efficient. Also frequent releasing 
and deployment will make the efficiency of the 
installation process more important. 

Increase testing 
efficiency 

Testing is likely to be one of the productivity 
bottlenecks in SD. Therefore new methods for 
improving the efficiency of testing will be 
necessary.  

Keep people in the 
same product line 

It will be important not to move people 
between different products as in short projects 
the learning effect will have large impact on 
productivity. 

Assure 
understanding of 
dependencies 
within the systems 

To enable coordination of small projects it is 
important to fully understand the dependencies 
between all components of the system. That 
will make it possible to avoid collisions 
between projects. 

Improve 
architecture  

Some required architecture improvement work 
needs to be performed before SD is introduced 
to make the system architecture fit SD. It also 
seems that it will be harder to address large 
issues like architecture changes within SD.    

 
When discussing the required changes connected with introducing SD, 
most of the interviewees stressed the need of introducing continuous 
requirements management. This means that requirements must be 
packaged and prioritized so that it is always clear what a new small 
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project should do. Packaging requirements means that it is necessary to 
find chunks of requirements that fit well together and, at the same time, 
are of suitable size to implement in the small projects. When having 
such packages, it is important to continuously prioritize these in order 
to always choose the requirements packages most suitable for 
implementation (considering e.g. dependencies, cost, and market 
window). This activity must be continuous as new requirements are 
continuously incoming. Additionally, since requirements are usually 
prioritized towards the current baseline (the characteristics of the 
current system version) their prioritization should be updated every 
time the baseline changes (i.e., when some new project is integrated). It 
is important to do so because changing the baseline may actually 
change the importance of a requirement.  
 
The interviewees also pointed out that the effectiveness of pre-project 
planning must be assured. When planning a new project it is necessary 
to assure that there will be no clashes with other ongoing projects. This 
planning must also take into account that some decisions must also be 
made upfront, before the project starts. For example, if the project 
requires an access to a customer site (e.g., for testing purposes) then 
appropriate arrangements usually must be made well before starting the 
project.  
 
SD enables frequent releases of the new system versions. According to 
the interviewees in their large telecommunication systems it will be 
very important to assure an efficient installation procedure. If the 
deployment on customer site is to be done more often, an inefficient 
installation procedure may become a major cost. SD will also require 
frequent installations in the test plant. Therefore, an efficient 
installation will facilitate and decrease the cost connected with testing 
of the systems.  
 
In general, the respondents found it very important to increase testing 
efficiency. They considered testing efficiency as one of the possible 
productivity bottlenecks in SD. One major reason for that is that small 
and frequent projects will mean that testing will be done more often but 
there will be shorter time to do it. Since there is some overhead 
connected with testing (e.g., regression testing must be repeated for 
each system increment) the impact of testing on project cost is likely to 
increase. Therefore, the requirements for testing efficiency will be 
much higher in SD. 
 
Since individual capabilities are likely to play larger role in small 
projects (see Section 5.2), the interviewees found it very important to 
keep people in the same product line. Moving people continuously 
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between different products may result in that their learning process will 
affect the overall project productivity negatively. One of the goals with 
SD is to increase the overall productivity of software development by 
having it done in small, efficient, and specialized teams of developers. 
This advantage may be lost if people will be continuously moved from 
one team to another, as it is done at the moment.  
 
The interviewees also found it important to fully understand the 
dependencies between system components. They suggested creating an 
anatomy plan [16] in which the interdependencies between different 
system components would be described. Without the knowledge about 
these interdependencies it is impossible to coordinate a number of 
concurrent projects and ensure that they will not collide with each 
other. The knowledge about interdependencies in the system is also 
necessary for requirements prioritization and packaging, i.e., 
requirements affecting the same parts of the system should in most 
cases be implemented together.  
 
It is also very important to focus on architecture improvements before 
implementing SD. Two reasons why this issue is important were 
identified. First, one of the common opinions of our interviewees was 
that SD requires support from the system architecture. The architecture 
of the system must make it possible to perform concurrent development 
projects and maintain a single system version. A second reason why 
architectural issues are important to address before implementing SD is 
that it apparently will be very hard to address these issues after SD is 
introduced. “Feature orientation” and limited scope of short projects, 
together with the necessity of maintaining one product version only, 
will make it very difficult to address some large and fundamental 
issues, like for example architecture change or improvement.  

6. Discussion 
 
In this section, a discussion concerning the study is presented. Section 
6.1 focuses on the discussion of the major findings from this study. In 
Section 6.2 the findings from this study are compared with the findings 
of other researchers. Section 6.3 discusses different validity issues 
connected with the study. 

6.1 Discussion regarding the results 
 
The goal of the study was to evaluate the applicability of SD at 
Ericsson. Unfortunately, all details of this evaluation cannot be 
revealed due to confidentiality reasons. However, as can be noticed in 
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the discussions in previous sections, the overall attitude towards SD 
was positive as there was a rather large agreement between the 
interviewees when it comes to the positive effects of introducing SD. 
These positive effects were very similar to the intentions of SD (see 
Section 2.2), which indicates that SD is likely to achieve the goals it 
was designed to achieve (e.g. improved customer responsiveness and 
productivity). The fact that the interviewees were positive about the 
new process is a good forecast for the success of the SD 
implementation as staff’s resistance to change is often considered a 
problem when new processes are introduced [2]. Additionally, by 
looking at Resisting factors and Required changes, it can be seen that 
many of the Required changes actually either address or at least reduce 
the importance of some of the problems classified as Resisting factors. 
For example, insufficient knowledge about legacy systems and their 
architecture deficiencies were considered as one problem with applying 
SD to legacy systems (see Section 5.2 for details). By suggesting an 
anatomy plan and architecture improvement work before introducing 
SD, the interviewees addressed this problem and minimized its impact. 
Therefore, it seems that by taking some preventive actions the risks 
described as Resisting factors can be reduced.  
 
The analysis presented in this paper can be considered an early 
evaluation or the first step in the evaluation of SD. The main focus was 
to identify and classify factors that should be taken into account when 
making the final decision regarding the introduction of SD. Some 
general conclusions regarding the usefulness of SD can be drawn from 
this study. They are, however, by no means sufficient for making the 
final decision. Nevertheless, the study was considered useful from an 
SD evaluation perspective by decision makers at Ericsson. It made it 
possible to check if, in general terms, SD seems promising and if there 
are no obvious obstacles for introducing it at Ericsson. Based on this 
information, it was possible to decide if it makes sense to put more time 
and effort into further development and evaluation of the SD idea. One 
of the good things about performing evaluations in the way presented in 
this study (see Section 4 for details regarding the method) is the limited 
amount of time necessary to perform it. For the case study presented in 
this paper, it took about 2 working weeks for 3 persons to perform 
interviews, collect and analyze the data, and present the findings in a 
usable form to the decision makers. Therefore, the low cost combined 
with the effectiveness makes this evaluation method a useful tool in 
early evaluations of new development processes. 
 
As a natural next step in the evaluation of SD we suggest performing a 
detailed cost-benefit analysis of introducing SD, in which the impact of 
each of the Pushing factors, Resisting factors, and Required changes 
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should be quantified. By balancing the benefits from introducing 
Streamline Development (i.e., Pushing factors) with the costs 
associated with risks (i.e., Resisting factors) and changes (i.e., Required 
changes) it will be possible to make the final decision regarding the 
introduction of SD. As it can be noticed, further analysis can be still 
performed in the frame of Force Field Analysis. This indicates that 
Force Field Analysis can be a very helpful analysis method in 
evaluations of different change suggestions. In this study we 
successfully used it in a process change evaluation but it seems to be 
also applicable for an evaluation of any other changes e.g., technology 
change.  

6.2 Comparison with other studies  
 
As indicated in Section 3, SD has many similarities with many other 
modern software development practices. Therefore, it is interesting to 
compare the results obtained in this study with the findings of other 
researchers that evaluated such modern development processes and 
compared them with more traditional ones. Not surprisingly, like many 
others (e.g., [1, 5, 17]) the interviewees in this study also observed the 
positive impact of increased customer responsiveness obtained by 
introducing practices like SD. Similarly to Graham [4] the interviewees 
also noticed that the cost connected with change request handling 
should be reduced, mainly because the number of change requests 
should decrease due to shorter projects. Another observation from 
Graham [4] that was confirmed is the positive impact of shorter 
projects on the motivation of the staff. A common conclusion in many 
studies is that all these positive effects lead to higher productivity and 
shorter lead time [3, 5]. The majority of our interviewees expressed that 
they expect this also from SD. Also the negative effects of introducing 
SD described in this study have been recognized in other studies. For 
example, coordination problems and requirements prioritization 
challenges are mentioned in [4]. Another problem recognized by other 
researchers is the problem with applying new processes to legacy 
systems [2], which was also identified in this study. The difficulty to 
implement large and complex features in small projects, mentioned by 
the interviewees, was also recognized in [11].   
 
There are also findings reported by other researchers that were not fully 
confirmed in this study. For example, many studies [5, 9, 11] discuss 
the positive impact of modern practices on system’s quality. In this 
study, on the other hand, the interviewees at Ericsson were concerned 
about some quality issues, e.g., they stressed that the “feature 
orientation” of SD may lead to the degradation of the architecture. 
However, the differences may be explained by the fact that quality can 
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be understood in different ways. In [5] the quality is defined in terms of 
cost and customer satisfaction. Our interviewees actually also expected 
this to improve. In [9, 11] the authors define quality in terms of defects. 
This quality view, i.e., the impact of SD on the number of defects in 
systems, was not mentioned by the interviewees and it is hence 
impossible to say if this finding was verified or not.  
 
Another issue reported by other researchers [1, 4] that is not fully 
supported by our findings, is the reduction of maintenance cost. The 
interviewees of this study argued that releasing the software frequently, 
which is necessary to achieve customer responsiveness, can have 
negative impact on the maintenance cost. This is because frequent 
releases may result in many different system versions on the market 
that have to be maintained (see Section 5.2 for details). On the other 
hand, some interviewees actually agreed that maintenance costs would 
decrease because only one branch of the product will exist. Therefore, 
since it is hard to say which of these two issues will have a predominant 
impact on the cost of maintenance, it is not possible to determine if the 
maintenance cost will increase or decrease as a result of introducing 
SD. 
It can be observed that most studies in the area (see Section 3 for 
examples) focus on a situation, in which a company can simply choose 
between traditional and some new development method. In practice, 
however, organizations most often have a traditional process already in 
place. Such perspective may change the importance of different factors. 
It also adds a new angle, the change implementation process, which 
normally is not accounted for when simply comparing two different 
development processes. At the same time, it is an important factor in 
making an informed decision regarding a process change. In this study, 
this factor was taken into account (in FFA this factor is represented by 
Required changes). This is one of the strengths of the presented study.   

6.3 Validity  
 
This case study was performed in a concrete industrial setting. 
Therefore, it may seem hard to generalize the findings to other 
contexts. However, the actual findings from this study, i.e., Pushing 
factors, Resisting factors, and Required changes, may be of interest for 
other companies that consider moving from a traditional to a modern 
approach where projects are shorter and releases are more frequent. For 
example, it is highly likely that large fundamental changes, like 
architectural changes, will be hard to address in small projects. Also 
things like continuous management of requirements must always be in 
place in order to make the best use of short projects and to reach a high 
level of customer responsiveness. Even though the individual issues are 
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likely to be of different importance for different companies, they can 
still help them when identifying threats, opportunities and costs of 
changing the development process. Also, it seems that the method used 
for evaluation (see Section 4) seems to be useful in evaluations of new 
development processes. Therefore, it can be seen as one of the 
contributions of this paper that can be interesting for broader audience.  
Another problem with this kind of studies is that statements, opinions, 
judgments, etc. may be misinterpreted. However, all three researchers 
have a long history of collaboration with Ericsson which means that all 
three are knowledgeable in processes, company culture, etc. This fact 
reduces the threat that things have been misinterpreted and hence 
increases the likelihood that the correct issues actually are reported. 
This experience from Ericsson was also very helpful when performing 
interviews since the previous knowledge and experiences made 
conversations easier and more effective.  

7. Conclusions 
 
The goal of this study was to perform an early evaluation of Streamline 
Development’s applicability as a replacement of the current 
development practices at Ericsson. Streamline Development is a new 
process created at Ericsson AB with the main purpose of improving 
customer responsiveness. The evaluation was conducted by 
interviewing 27 persons from two Product Development Units at 
Ericsson. The interviewees represented roles in the company that will 
be affected by changing the development process. To analyze the 
findings from these interviews, an adaptation of the Force Field 
Analysis [6] method was suggested. In this method all the opinions 
were classified as Pushing factors (issues that would improve if a new 
process was introduced), Resisting factors (issues that would worsen if 
a new process was introduced), or Required changes (changes that must 
be made to prepare organization and products for a new development 
process).  
 
The overall conclusion from the study was that Streamline 
Development seems promising. Its main goals (i.e., improvement of 
customer responsiveness and productivity) were recognized as Pushing 
factors, which indicates that they are likely to be achieved. On the other 
hand, some issues were identified and classified as Resisting factors. 
However, many of these were addressed by suggestions of Required 
changes. This indicates that certain actions can be taken in order to 
decrease the negative impact of those Resisting factors.  
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An additional conclusion from this study concerned the method used to 
evaluate Streamline Development (i.e., collect the opinions regarding 
the new process by performing interviews and structure them using 
Force Field Analysis). This method was found to be a very useful tool 
for evaluating the applicability of Streamline Development. It provided 
information that was considered valuable by decision makers at 
Ericsson. Due to the relatively low cost of performing such evaluation, 
it seems to be especially useful as a method for early evaluations of 
new process ideas.  
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